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#### Abstract

The famous CHSH game displays strict demarcations between three canonical families of correlations known as classical, quantum and non-signalling. Although Alice and Bob cannot win more than $75 \%$ of the time in the classical case (Bell's Inequality), they can outperform this limit as long as they are provided with quantum correlations and thereby reach Tsirelson's Bound $\approx 85 \%$. Doing even better, post-quantum strategies, formalized with non-local boxes, can win with up to $100 \%$ probability, yet without violating non-signalling axiom (no faster-than-light communication). This tells that Quantum Mechanics is not fully singled out by (1) the non-signalling axiom and (2) nonlocality, which led Popescu and Rohrlich to raise a question in 1994: what could be missing axioms? ${ }^{|5|}$ Among many attempts, communication complexity is conjectured to provide an answer: as opposed to quantum correlations which are known to induce non-trivial communication complexity, some post-quantum boxes are shown to render it trivial. To this day, the question is still open, and in the present report, after making a detailed historical overview, we provide a new partial answer. We propose a new approach to distillation with what we call the algebra of boxes and orbit of a box, which leads to disclosing new trivial areas, some numerically and others explicitly.
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## Introduction

$$
\begin{aligned}
& \text { «Do you really believe that the moon exists only when you look at } \\
& \text { it? » (Einstein) [Pai79] }
\end{aligned}
$$

In the early twentieth century, although Albert Einstein contributed a lot to the establishment of quantum theory, especially with his Nobel price winning paper [Ein05a], he did not approve the way it was evolving in and he described quantum entanglement as "spooky actions at a distance". Quantum entanglement is the essential idea that makes two entangled particles behaving like one big system: particules are a superposition of states, and if we measure the state of only one of the particles, then we automatically and instantly learn the state on the other as well, no matter how far they are from each other. According to Einstein, this scenario involves instantaneous transmission of information between particles, so it implies faster-than-light communication and is therefore in contradiction with his Special Relativity theory. This is the reason why he came up in 1935 with his famous EPR paradox [EPR35] together with Podolsky and Rosen.

In EPR paradox, the authors assumed Local Realism, as it was a standard in all fields of physics by that time. In this report, we will denote $\mathcal{L}$ the set of local correlations. On the one hand, locality is the idea that, at short time scale, a particle is only influenced by its nearby neighbor particles, called "local beables" [GNTZ11]. On the other hand, realism is the idea that a particle's behavior is determined by its properties (mass, position, spin...) and its environment. A lack of knowledge could cause unpredictable measurement outcomes, meaning that there are local hidden variables which are unknown but which impact the outcome of the measurement, but if we knew all the properties of the object and the interactions with its environment then measurements would be predictable. So according to EPR, quantum mechanics could not be a complete theory, it should be supplemented by additional variables and it is impossible to have quantum superposition, as the one in Schrodinger's cat experiment [Sch35].

But later, in 1964, John S. Bell made a breakthrough: he showed that local realism is actually incompatible with quantum mechanics [Bel64]. He disclosed some inequalities, known as Bell's inequalities, that single out the local set $\mathcal{L}$ and he found a quantum state violating one of those inequalities. A few years after, Clauser, Horne, Shimony and Holt derived a simpler Bell's inequality, called CHSH inequality [CHSH69]. So the set $\mathcal{Q}$ of quantum correlations happens to be strictly bigger than the local set $\mathcal{L}$. In order to verify that Nature really violates local realism, many experiements have been conduced, [CS78, AGR82, RKM ${ }^{+} 01$ ] to name but a few, but loopholes were found $\left[\mathrm{BCP}^{+} 14\right]$ until recent experiments $\left[\mathrm{HBD}^{+} 15, \mathrm{SMSC}^{+} 15\right]$ which are hopefully loophole-free. Good recent reviews of Bell nonlocality and its applications are found in [BCP $\left.{ }^{+} 14, S c a 19\right]$.
«When the Queen dies in London-may it long be delayed-the Prince of Wales, lecturing on modern architecture in Australia, becomes instantaneously King. » (Bell) [Bel90]

Then, in 1980, taking part in this new enthusiasm to learn more about nonlocality, Tsirelson (a.k.a. Cirel'son) showed that nonlocality is limited and that entangled particles need to satisfy a new inequality, called Tsirelson's Bound [Cir80].

Often in Physics, limitations observed in Nature emerge from physical principles, as it is the case for Special Relativity theory. This led Popescu and Rohrlich in 1994 to search for such a physical principle. They put to the try the two axioms of (1) no faster-than-light communication (a.k.a. non-signalling axiom) and (2) nonlocality [PR94]. Their conclusion was that those two axioms are not enough to perfectly single out Quantum Mechanics, i.e. at least an axiom is missing to fully characterize $\mathcal{Q}$, because they found a theoretical post-quantum correlation, called PR box, which is not in the quantum set $\mathcal{Q}$ but which respects both axioms. This is why we might wonder: what could be missing axioms? ${ }^{|6|}$

Many attempts to finding the remaining axioms have been listed and reviewed by Popescu (one of the co-authors of the PR box) in [Pop14]: nonlocal computation [LPSW07], information causality [PPK+09], macroscopic locality [NW09], local orthogonality [FSA $\left.{ }^{+} 13\right]$, nonlocality swapping [SBP09], many-box locality

[^1]$\left[\mathrm{ZCB}^{+} 17\right]$, and last but not least, communication complexity [vD99, $\left.\mathrm{BBL}^{+} 06, \mathrm{BS} 09, \mathrm{BCMdW} 10\right]$. However, none of them has been shown to perfectly single out $\mathcal{Q}$. In this report, we choose to focus on communication complexity because this criterion seems the most promising one due to its precision near the SR box [BS09], see Subsection II.(4).

This report is organized as follows. First, for the sake of completeness, we introduce all the necessary material in Section I. More particularly, we define CHSH game in order to illustrate the difference between the local set $\mathcal{L}$, the quantum set $\mathcal{Q}$ and the non-signalling set $\mathcal{N S}$. We introduce as well the key notions of nonlocal box and of communication complexity, which are at the heart of this report. Next, in Section II. we make an historical overview of the main proofs trying to determine a clear split between quantum and post-quantum correlations, using communication complexity. Eventually in Section III. we present our contribution with what we call algebra of boxes, and we disclose some new trivial post-quantum boxes. This report finds a large part of its inspiration in Marc-Olivier Proulx's Master's thesis [Pro18].

## I. Basics and Notations

In this section, we introduce all the necessary materials for a good appreciation of the next two sections. First in Subsection I.(1), we introduce CHSH game which is a convenient introduction in order to visualize some differences between the sets of correlations $\mathcal{L} \subsetneq \mathcal{Q} \subsetneq \mathcal{N S}$. As well, we add some details about the geometry of those sets, as it will be useful in Section III. Then in Subsection I.(2), we define nonlocal boxes, we provide plenty of examples and we draw a famous slice of boxes. Eventually, we define the notion of communication complexity in Subsection I.(3), which leads to the definition of trivial box.

## I.(1) Context: CHSH Game

> «E.ach answer raises new questions, completely different in nature from the ones one started with; this, more than anything else, indicates that finally we might be on the right track. » [Pop14]

The most well-known Bell's inequality is CHSH inequality [CHSH69], named after the authors John Clauser, Michael Horne, Abner Shimony and Richard Holt. Here we study CHSH game, which illustrates well both violation of CHSH inequality with $\mathcal{Q}$, and of Tsirelson's bound with $\mathcal{N S}$.

CHSH Game. The CHSH game is a hypothetical scenario presented in a form of game between two parties, often called Alice and Bob, who are spacelike separated far enough from each other so that direct communication is impossible. A third person is involved, the referee, who can communicate with each player and whose role is to verify whether Alice and Bob win or not. As shown in Drawing I.(a) below, the game begins when the referee provides the players Alice and Bob with respective classical bits $x, y \in\{0,1\}$ called questions.


Drawing I.(a) - CHSH game scenario, where Alice and Bob share a nonlocal box that they can use as a ressource in their strategy.

Then, without inter-communication, Alice and Bob send back respective bits $a, b \in\{0,1\}$ to the referee, named answers, computed according to the strategy the have established together before being space-wise separated. Note that Alice do not have any idea of the value of $y$, nor does Bob concerning $x$. Eventually, the referee declares that the players win CHSH game if and only if the mod-2 sum $a \oplus b$ of the answers equals the product $x \wedge y$ of the questions:

$$
\begin{equation*}
\text { Alice and Bob win at CHSH } \quad \Longleftrightarrow \quad a \oplus b=x \wedge y \text {. } \tag{1}
\end{equation*}
$$

This equality is the rule of the game. Equivalently, we say that Alice and Bob win at CHSH if they output the same answer $a=b$ (without inter-communicating) when $x=0$ or $y=0$, or if they output different answers $a \neq b$ when $x=y=1$, without inter-communicating neither. There exists as well a similar game named $\mathrm{CHSH}^{\prime}$ (derived from [Bra11]), whose procedures for questions and answers are the same, but whose rule slightly differs from the one of CHSH:

$$
\begin{equation*}
\text { Alice and Bob win at } \mathrm{CHSH}^{\prime} \quad \Longleftrightarrow \quad a \oplus b=(x \oplus 1) \wedge(y \oplus 1) \text {. } \tag{2}
\end{equation*}
$$

Actually, in this game, Alice and Bob play the same game as before but with flipped questions, in the sense that $x$ and $x \oplus 1$ are always opposed bits, and similarly for $y$ and $y \oplus 1$. In this thesis, we will always assume $x$ and $y$ to be independent and uniformly randomly distributed in $\{0,1\}$.

Remark I. 1 (Logic Gates). In logic gate terms, the mod-2 sum $\oplus$ is actually the XOR gate: $a \oplus b=1$ whenever $a=1$ or $b=1$ but not both; the product $\wedge$ is the AND gate: $x \wedge y=1$ whenever both $x=1$ and $y=1$; and the flip $\oplus 1$ is the NOT gate: $x \oplus 1=1$ whenever $a$ is not 1 . So in some sense, the purpose of CHSH game is to turn an AND gate into an XOR gate.

Deterministic Strategy. As mentioned hereinabove, before moving apart from each other, Alice and Bob can prepare in advance a strategy so that they maximise their probability of winning. A strategy is as well frequently called correlation. There exist different types of strategies, conditional on the ressources that are allowed to Alice and Bob to share during the game - even though they cannot communicate. The most basic one is the deterministic strategy, where Alice and Bob do not share anything. More explicitly, they choose beforehand a behavior $g:\{0,1\} \rightarrow\{0,1\}$ for Alice depending on the question $x$ she will receive, so that she will answer $a=g(x)$, and similarly for Bob answering $b=h(y)$ for some $h:\{0,1\} \rightarrow\{0,1\}$. With such a strategy, they will with the following probability:

$$
\mathbb{P}(\text { win at } \mathrm{CHSH})=\sum_{x, y \in\{0,1\}} \frac{1}{4} \mathbb{1}_{g(x) \oplus h(y)=x \wedge y},
$$

where the $\frac{1}{4}$ comes from the uniform distribution of $x$ and $y$ in $\{0,1\}$, and where $\mathbb{1}_{A}$ stands for the indicator function taking value $1 i f$, and only if, condition $A$ is satisfied. For instance, if their strategy is to always answer 0 no matter what they receive, i.e. $g \equiv h \equiv 0$, then they win at CHSH with $75 \%$ of probability. And actually, we can show that this value is optimal for deterministic strategies. Indeed, otherwise they would win with probability $100 \%$, which would mean $g(x) \oplus h(y)=x \wedge y$ for all $x, y \in\{0,1\}$ and which would give rise to the following contradiction:

$$
1=g(1) \oplus h(1)=(g(1) \oplus h(0)) \oplus(h(0) \oplus g(0)) \oplus(g(0) \oplus h(1))=0 \oplus 0 \oplus 0=0
$$

Classical Strategies $\mathcal{L}$. In this second type of strategy, Alice and Bob have access to a shared randomness: they can share the outcome a common dice, or they can have access to a list of random numbers, or they can use the first journal page to generate numbers, etc... The symbol $\mathcal{L}$ stands for the set local strategies, an other name of classical strategies because they are the exact ones that are consistent with theories of causality and locality [Bel64] (see the terminology differences in [WW01]). This strategy involves a random variable $\lambda$, often called local hidden variable. In this case, Alice and Bob win with the following probability:

$$
\mathbb{P}(\text { win at } \mathrm{CHSH})=\sum_{x, y \in\{0,1\}} \frac{1}{4} \int_{\lambda \in \Lambda} \sum_{a, b \in\{0,1\}} \mathbb{1}_{a \oplus b=x \wedge y} \mathbb{P}_{A}(a \mid x, \lambda) \mathbb{P}_{B}(b \mid y, \lambda) \mu(\lambda)
$$

for some probability space $(\Lambda, \mu)$ and some conditional probability measures $\mathbb{P}_{A}$ and $\mathbb{P}_{B}$, which are Alice's and Bob's respective strategies. For the sake of generalization to nonlocal boxes (see later), we may write
$\mathrm{P}(a, b \mid x, y):=\int_{\lambda} \mathbb{P}_{A}(a \mid x, \lambda) \mathbb{P}_{B}(b \mid y, \lambda) \mu(\lambda)$ their joint strategy from the referee's point of view, and we simply obtain:

$$
\begin{equation*}
\mathbb{P}(\text { win at } \mathrm{CHSH})=\sum_{x, y, a, b \in\{0,1\}} \underbrace{\frac{1}{4}}_{\substack{\text { proba. of } \\ \text { questions }}} \underbrace{\mathrm{P}(a, b \mid x, y)}_{\text {strategy }} \underbrace{\mathbb{1}_{a \oplus b=x \wedge y}}_{\text {rule }} \tag{3}
\end{equation*}
$$

Obviously, the set of classical strategies contains the one of deterministic strategies, so the maximal probability is at least as well as before. But is can be shown that those strategies are limited by the same bound $75 \%$ at CHSH as before: indeed $\mathcal{L}$ is the convex hull of deterministic strategies, so the maximal probability of winning must be the same as in the deterministic case since this maximum is attained at an extremal point. This limitation is called CHSH inequality [CHSH69], it is one of Bell's inequalities limiting locality.

Quantum Strategies $\mathcal{Q}$. Going even further, Alice and Bob can make quantum strategies by sharing an entangled state. The set $\mathcal{Q}_{\text {finite }}$ is defined as strategies for which Alice and Bob are respectively allowed to perform a local measurement on some finite-dimensional state, so that the outcomes of their measurement may be part of their strategy. Then $\mathcal{Q}$ is defined as the topological closure of $\mathcal{Q}_{\text {finite }}$, making $\mathcal{Q}$ compact, see $\left[G K W+18\right.$, Appendix B] for a precise construction. Although $\mathcal{Q}_{\text {finite }}$ and its closure $\mathcal{Q}$ are known to be different [SLO19, DPP19], in our scenario with two binary measurement we actually have $\mathcal{Q}=\mathcal{Q}_{\text {finite }}[G K W+18]$, which makes it much simpler to understand. The existence in Nature of those quantum correlations has been tested in many experiments, [CS78, AGR82, RKM $\left.{ }^{+} 01\right]$ to name but a few, but many loopholes were found $\left[\mathrm{BCP}^{+} 14\right]$, until recent experiments $\left[\mathrm{HBD}^{+} 15, \mathrm{SMSC}^{+} 15\right]$ which are hopefully loophole-free. Note that to determine whether a probability distribution is quantum or not, it is also possible to test a hierarchy of semidefinite programming conditions [Weh06, NPA08, DLTW08]. Let us see an example of quantum strategy. Say that Alice and Bob share the following maximally entangled pair:

$$
\Omega:=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle) \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}
$$

denoted with Dirac's notations of kets [Dir39], where $\{|0\rangle,|1\rangle\}$ is an orthonormal basis of the complex vector space $\mathbb{C}^{2}$. Here is a possible strategy for Alice and Bob using this state. If Alice receives the question $x=0$, then she measures her share of the state on the canonical basis $\{|0\rangle,|1\rangle\}$, and if she otherwise receives $x=1$, then she measures it in the rotated basis $B_{\theta}:=\{\cos (\theta)|0\rangle+\sin (\theta)|1\rangle,-\sin (\theta)|0\rangle+\cos (\theta)|1\rangle\}$ with the angle $\theta=\frac{\pi}{4}$. Similarly, if Bob gets a question $y=0$, then he measures his share of the state in the basis $B_{\theta}$ with the angle $\theta=\frac{\pi}{8}$, or with the angle $\theta=-\frac{\pi}{8}$ if $y=1$. After some computations, we obtain the following probabilities:

| $x$ | $y$ | $\mathbb{P}(a=b \mid x, y)$ | $\mathbb{P}(a \neq b \mid x, y)$ |
| :---: | :---: | :---: | :---: |
| 0 | 0 | $\cos ^{2}\left(\frac{\pi}{8}\right)$ | (not important) |
| 1 | 0 | $\cos ^{2}\left(\frac{\pi}{8}\right)$ | (not important) |
| 0 | 1 | $\cos ^{2}\left(\frac{\pi}{8}\right)$ | (not important) |
| 1 | 1 | (not important) | $\cos ^{2}\left(\frac{\pi}{8}\right)$ |

Then applying the general formula (3) to this strategy, we eventually obtain $\mathbb{P}($ win at CHSH $)=\cos ^{2}\left(\frac{\pi}{8}\right)$ $\approx 85 \%$. Actually, this value is optimal over all quantum strategies, this is the famous Tsirelson's Bound [Cir80].

Non-Signalling Strategies $\mathcal{N S}$. Those strategies are the most general ones respecting the axiom of nonsignalement: we authorize Alice and Bob to perform any trick in their strategy as long as causality of information is not violated, i.e. they cannot use a faster-than-light communication device [Sha61]. More formally, Alice and Bob are allowed to establish any joint strategy $\mathbb{P}(a, b \mid x, y)$ that satisfies the following equations [PR94, Equation (5)]:

$$
\begin{array}{ll}
\forall a, b, x, y \in\{0,1\}, & \mathbb{P}(a, b \mid x, y) \geq 0 \quad \text { and } \quad \sum_{a, b} \mathbb{P}(a, b \mid x, y)=1 \\
\forall a, x \in\{0,1\}, \quad \sum_{b \in\{0,1\}} \mathbb{P}(a, b \mid x, 0)=\sum_{b \in\{0,1\}} \mathbb{P}(a, b \mid x, 1) \\
\forall b, y \in\{0,1\}, & \sum_{a \in\{0,1\}} \mathbb{P}(a, b \mid 0, y)=\sum_{a \in\{0,1\}} \mathbb{P}(a, b \mid 1, y) . \tag{6}
\end{array}
$$

The two equations in (4) are respectively non-negativity and normalization constraints, which are necessary conditions in order to have a well-defined probability measure $\mathbb{P}$, and equations (5) and (6) are the nonsignalling contraints, meaning that one party's strategy cannot depend on the question asked to the other party. Later on, we will formalize those general non-signalling strategies with nonlocal boxes, and we will observe that they are so powerful that they can reach $100 \%$ of victory at CHSH game using the famous PR box. It is known that all the quantum strategies in $\mathcal{Q}$ satisfy this non-signalement axiom (which implies compatibility between Quantum Mechanics and Special Relativity [PR94, BLM ${ }^{+} 05$ ]); therefore the strict inclusions $\mathcal{L} \subsetneq \mathcal{Q} \subsetneq \mathcal{N S}$ hold. Strategies in $\mathcal{N S} \backslash \mathcal{Q}$ are called post-quantum strategies. A motivation to study this more general set $\mathcal{N S}$ is that it could provide a better understanding of the nature of quantum correlations $\mathcal{Q}$ as part of a wider set.

Geometry of $\mathcal{L}$ and $\mathcal{Q}$ and $\mathcal{N S}$. The geometry of the non-signalling set $\mathcal{N S}$ has been widely studied in $\left[\mathrm{BLM}^{+} 05, \mathrm{RDBC} 19\right]$ in many more general cases than ours, not only in the two-party scenario but also in the multi-party scenario, and as well in the case of more than two outputs. In our bipartite case with only two outputs, it is shown that $\mathcal{N S}$ is an 8 -dimensional convex polytope, where "dimension" is meant in the sense of the underlying affine space. Indeed $\mathcal{N S}$ is defined by equations (4) and (5) and (6), which are stable under convex combinaison, so $\mathcal{N S}$ is convex. Moreover, those equations tell us that $\mathcal{N S}$ is bounded, closed, and defined by finitely many affine inequalities, so it is a polytope. Finally, the idea for finding the dimension is that $\mathbb{P}(a, b \mid x, y)$ could be seen as a $2 \times 2 \times 2 \times 2$ tensor $\left(\mathrm{T}_{a, b, x, y}\right)$ with real entries, so $\mathcal{N S}$ is included in a vector space $\mathcal{B}$ of dimension 16. But from equations (5) and (6) we can extract $4+4=8$ linearly independent constraints, so that $\mathcal{N S}$ actually lies in a vector space of dimension at most $16-8=8$. Moreover, we can show that its affine dimension could not be lower than 8 by exhibiting nine points that are affinely independent from each other, so that $\mathcal{N S}$ is well of affine dimension 8 .


Graphic I.(b) - This is a sketch of how one could think of the sets $\mathcal{L} \subsetneq \mathcal{Q} \subsetneq \mathcal{N S}$. Both $\mathcal{L}$ and $\mathcal{N S}$ are convex polytopes, and $\mathcal{Q}$ is convex but not a polytope (since it has an infinite number of extremal points). Sixteen of the twenty-four extremal points of $\mathcal{N S}$ are as well in $\mathcal{L}$. A more faithful representation of these sets would have been in dimension 8 though...
As well as $\mathcal{N S}$, the local set $\mathcal{L}$ is a convex polytope [Pit89, Thm 2-5], [WW01, Section 8]. Indeed, for the same reasons as for $\mathcal{N S}$, the set $\mathcal{L}$ is a polytope whose boundary could be found using the non-negativity constraint (4) and Bell-type inequalities, and $\mathcal{L}$ is convex since it is the convex hull of the deterministic strategies, which are finitely many $\left[\mathrm{GKW}^{+} 18\right]$. The quantum set $\mathcal{Q}$ was investigated in many references [Cir80, Tsi87, Lan88, WW01, Mas03, Mas06, NPA07], and although it is a fundamental set, surprisingly little is known about its general geometry [Tsi93]. For instance, we know that $\mathcal{Q}$ is convex but not a polytope since it has an infinite amount of extremal points [Pit89]. In [Cab05], "volumes" of $\mathcal{L}, \mathcal{Q}$ and $\mathcal{N S}$ are compared, showing that $\mathcal{Q}$ is $\left(\frac{3 \pi}{8}\right)^{2} \approx 1.39$ times larger than $\mathcal{L}$ and that $\mathcal{N S}$ is $\frac{32}{3 \pi^{2}} \approx 1.08$ times larger than $\mathcal{Q}$. As for extremal points, the convex polytopes $\mathcal{L}$ and $\mathcal{N S}$ share 16 communal extremal points, denoted $\mathrm{P}_{\mathrm{L}}^{\mu, \nu, \sigma, \tau}$, and $\mathcal{N S}$ has 8 additional extremal points $\mathrm{P}_{\mathrm{NL}}^{\mu, \nu, \sigma}$, with parameters $\mu, \nu, \sigma, \tau \in\{0,1\}$, defined as follows $\left[\mathrm{BLM}^{+} 05\right.$, Section 2.B.1], [ABPS09]:

- Local extremal points: $\quad \mathrm{P}_{\mathrm{L}}^{\mu, \nu, \sigma, \tau}(a, b \mid x, y):=\left\{\begin{aligned} 1 & \text { if } a=\mu x \oplus \nu \text { and } b=\sigma y \oplus \tau, \\ 0 & \text { otherwise }, \\ 1 / 2 & \text { if } a \oplus b=x \wedge y \oplus \mu x \oplus \nu y \oplus \sigma, \\ 0 & \text { otherwise. }\end{aligned}\right.$

Note that in the expression of $\mathrm{P}_{\mathrm{NL}}$ there is no parameter before $x y$, so that the bit $x \wedge y=(a \oplus \mu x \oplus \sigma) \oplus(b \oplus \nu y)$ is of the form of what we will call distributed bit, see Subsection II.(2). The correlations $\mathrm{P}_{\mathrm{NL}}$ will be good
examples of nonlocal boxes, and this property will be the reason why those nonlocal boxes are so powerful: they turn multiplications into sums, which will cause communication complexity to collapse!

# I.(2) NonLocal Boxes 

« Quantum mechanics is, without any doubt, our best theory of nature. » [Pop14]

The theoretical notion of nonlocal boxes generalizes the notion of strategies or correlations in a convenient way so that they may be efficiently represented in a circuit as gates and therefore they may be easily combined in order to obtain a better strategy. Popescu and Rohrlich were the first to formally introduce this concept with their famous PR box [PR94], see details below.
Definition $\mathbf{I} .2$ (Nonlocal box). A box P is a function $\{0,1\}^{4} \rightarrow \mathbb{R}$ whose image is denoted $\mathrm{P}(a, b \mid x, y) \in \mathbb{R}$ for bits $a, b, x, y \in\{0,1\}$. We write $\mathcal{B}=\mathcal{F}\left(\{0,1\}^{4}, \mathbb{R}\right)$ the vector space of all boxes. When referring to the case of conditional probabilities as in equations (3) to (6), a box P is said nonlocal when $\mathrm{P} \in \mathcal{N S} \backslash \mathcal{L}$, i.e. it is a non-local non-signalling correlation.



#### Abstract

Figure I.(c) - Drawing of a nonlocal box P. Alice has exclusively access to the left side of the box, and Bob exclusively to the right side. If Alice and Bob input respective bits $x$ and $y$ into the box, then the box outputs two bits $a$ and $b$ with probability $\mathrm{P}(a, b \mid x, y)$, as if pairs of bits $(a, b)$ were superposed. This model of nonlocal box mimics an entangled state, in the sense that Alice instantly receives her output $a$ right after inputing $x$, whether or not Bob already inputed his bit $y$, and from her point of view, her output bit $a$ is uniformly random, locally uncorrelated to anything else, including her own input bit $x$ ! $\left[\mathrm{BBL}^{+} 06\right]$


Find some examples of nonlocal boxes thereafter. We will almost exclusively focus our study on nonlocal boxes, and by abusing the notation we will not always precise "nonlocal" and only say "box" although we will generally mean "nonlocal box".

Advantages of NonLocal Boxes. The benefit of considering boxes is twofold. On the one hand, we may view a nonlocal box as a strategy [Bra11, $\mathrm{BCP}^{+} 14$ ]: in this case, we make the box playing at CHSH (or another game) and we may study its probability of winning at this game. For instance, a quantum state provides a particular box, for which entries determine measurement choices and outputs correspond to measurement outcomes. On the other hand, a nonlocal box can be view as a ressource [ $\left.\mathrm{BLM}^{+} 05, \mathrm{Bro16}\right]$ : in this case, Alice and Bob may have access to arbitrarily many copies of a nonlocal box and use them in their strategy. It is useful to understand boxes as ressources because they have technological application, e.g. for deviceindependent cryptography. For instance, we allow Alice and Bob to connect their boxes with deterministic
 algebra of boxes that we will introduce in Section III.

Remark I. 3 (Link with tensors). Recall that a tensor is simply a multi-dimensional array of numbers, whose "dimension" is called order of the tensor. For instance, order 1 tensors are vectors (i.e. arrays of dimension 1), and order 2 tensors are matrices (i.e. arrays of dimension 2 ). Now, as briefly mentioned earlier, although a box P is defined as a function above, we may as well see it as an order 4 tensor since it has a finite number of possibility on each of the four entries. More precisely, a box $P$ may be naturally associated to a $2 \times 2 \times 2 \times 2$ real-valued tensor $\mathrm{T}=\left(\mathrm{T}_{a b x y}\right)$ using the relation $\mathrm{T}_{a b x y}:=\mathrm{P}(a, b \mid x, y)$. This point of view based on tensors will be useful to make efficient computations on boxes, see Subsection III.(6).

PR Box. The PR box is undoubtedly the most famous box. It was named after Popescu and Rohrlich who introduced this idea in [PR94, Equation (7)]. They knew that quantum correlations violate CHSH inequality to some extent, but they also knew that this violation was limited from above by Tsirelson's Bound [Cir80]. So their goal was to determine if a stronger violation of CHSH inequality was possible, yet respecting Relativity Theory, i.e. considering non-signalling strategies. And this is indeed what they found: the PR box induces a maximal violation of CHSH inequality, or in other words this box wins with $100 \%$ of probability at CHSH game. It is defined as follows:

$$
\operatorname{PR}(a, b \mid x, y):=\frac{1}{2} \mathbb{1}_{a \oplus b=x \wedge y}= \begin{cases}\frac{1}{2} & \text { if } a \oplus b=x \wedge y \\ 0 & \text { otherwise }\end{cases}
$$

Viewing this box as a strategy, we verify that PR satisfying the non-signalling axioms (4) and (5) and (6), so we deduce that $P R \in \mathcal{N S}$. Moreover, from the definition of the $P R$ box and relation (3), it is straightforward to see that PR wins at CHSH with $100 \%$, since the rule of CHSH game is that Alice and Bob win if, and only if, $a \oplus b=x \wedge y$. Hence they proved the existence of post-quantum correlations, also known as superquantum correlations with their own words. A first consequence is that Quantum Mechanics could not be deduced solely from the two axioms of (1) relativistic causality and of (2) the existence of a nonlocal correlation. We will see that this box is so powerful that it turns multiplication of entries $x \wedge y$ into sum of the outputs $a \oplus b$, which will cause communication complexity to collapse! Furthermore, it was shown in [BM06] that the PR can simulate some quantum correlations that no entangled pair of qubits can, in our bipartite scenario or more generally even in a multi-party scenario. Note that Tsirelson was already aware of the fact that maximal violation of CHSH inequality is consistent with relativity [KT92].

Remark I. 4 (Uniqueness of PR). Besides its existence, it is also possible to show that PR is the unique box of $\mathcal{N S}$ that perfectly wins at CHSH game. Indeed, on the one hand, a sharp eye would have noticed that PR is an extremal point of $\mathcal{N S}$ since $\mathrm{PR}=\mathrm{P}_{\mathrm{NL}}^{0,0,0}$, see equation (7) for definitions. Moreover, direct computations lead to the fact that all the other extremal points of $\mathcal{N S}$ win at CHSH with $<100 \%$ of probability. On the other hand, observe that the function $\mathrm{P} \mapsto \mathbb{P}(\mathrm{P}$ wins at CHSH $)$ defined in (3) is linear so affine. But an affine map preserves convex combinaisons by definition, so any box of $\mathcal{N S}$ being a convex combinaison of the extremal points must have probability $<100 \%$ at CHSH, except for PR. Thus the uniqueness.

Other Outstanding Boxes. Likewise, we define $\mathrm{PR}^{\prime}$ as the box that always win at $\mathrm{CHSH}^{\prime}$ game, whose rule is defined in equation (2). In addition, we define $\overline{\mathrm{PR}}$ and $\overline{\mathrm{PR}^{\prime}}$ as the boxes that always lose at respectively CHSH and $\mathrm{CHSH}^{\prime}$. It gives:

$$
\begin{array}{rll}
\mathrm{PR}^{\prime}(a, b \mid x, y) & := & \frac{1}{2} \mathbb{1}_{a \oplus b=(x \oplus 1) \wedge(y \oplus 1)}
\end{array}=\left\{\begin{array}{ll}
\frac{1}{2} & \text { if } a \oplus b=(x \oplus 1) \wedge(y \oplus 1) \\
0 & \text { otherwise } \\
\overline{\mathrm{PR}}(a, b \mid x, y) & := \\
\frac{1}{2} & \text { if } a \oplus b=(x \wedge y) \oplus 1 \\
0 & \text { otherwise }
\end{array}, \begin{cases}\frac{1}{2} & \text { if } a \oplus b=(x \wedge y) \oplus 1 \\
0 & \text { otherwise }\end{cases}\right.
$$

Next, there are boxes that do not depend on the inputs $x$ and $y$. First, the fully mixed box $\mathrm{I}\left[\mathrm{BCP}^{+} 14\right]$ outputs purely random bits $a$ and $b$. Then consider the shared randomness box SR that always answers bits $a$ and $b$ such that $a=b$ [BS09], and its complementary $\overline{\mathrm{SR}}$ that always outputs $a \neq b$. More formally:

Finally, here are the two last categories of boxes that will interest us. The isotropic box [MAG06, BS09, BG15] of parameter $p \in[0,1]$, denoted $p$-isoNLB, is defined as the convex combinaison $p \mathrm{PR}+(1-p) \overline{\mathrm{PR}}$. This is in some sense a noisy version of the perfect box PR, and it wins at CHSH with probability $p$. The study of those boxes for $p \geq \frac{1}{2}$ will lead us to the open question at the heart of this thesis: we will see in Section II. that communication complexity is nontrivial for $p \leq \cos ^{2}\left(\frac{\pi}{8}\right) \approx 0.85$ and it is trivial for $p>\frac{3+\sqrt{6}}{6} \approx 0.91$, but we do not know yet what occurs when $p$ is in between. Another kind of noise is given by correlated boxes [BS09], denoted $p$-corNLB and defined as the convex combinaison $p \mathrm{PR}+(1-p) \mathrm{SR}$, and we will see that these boxes
always make communication complexity to be trivial except when $p=0$.

$$
\begin{aligned}
p \text {-isoNLB } & :=p \mathrm{PR}+(1-p) \overline{\mathrm{PR}}, \\
p \text {-corNLB } & :=p \mathrm{PR}+(1-p) \mathrm{SR} .
\end{aligned}
$$

Then, computing the probability of winning at CHSH of each of these boxes with (3), and likely for $\mathrm{CHSH}^{\prime}$, it yields:

| Box P | $\mathrm{P}(a, b \mid x, y)$ | $\mathbb{P}(\mathrm{P}$ wins at CHSH $)$ | $\mathbb{P}\left(\mathrm{P}\right.$ wins at $\left.\mathrm{CHSH}^{\prime}\right)$ |
| :---: | :---: | :---: | :---: |
| I | $1 / 4$ | $1 / 2$ | $1 / 2$ |
| SR | $\frac{1}{2} \mathbb{1}_{a=b}$ | $3 / 4$ | $3 / 4$ |
| $\overline{\mathrm{SR}}$ | $\frac{1}{2} \mathbb{1}_{a \neq b}$ | $1 / 4$ | $1 / 4$ |
| PR | $\frac{1}{2} \mathbb{1}_{a \oplus b=x \wedge y}$ | 1 | $1 / 2$ |
| $\overline{\mathrm{PR}}$ | $\frac{1}{2} \mathbb{1}_{a \oplus b=x y \oplus 1}$ | 0 | $1 / 2$ |
| $\mathrm{PR}^{\prime}$ | $\frac{1}{2} \mathbb{1}_{a \oplus b=(x \oplus 1) \wedge(y \oplus 1)}$ | $1 / 2$ | 1 |
| $\overline{\mathrm{PR}^{\prime}}$ | $\frac{1}{2} \mathbb{1}_{a \oplus b=(x \oplus 1) \wedge(y \oplus 1) \oplus 1}$ | $1 / 2$ | 0 |
| $p$-isoNLB | $p \mathrm{PR}+(1-p) \mathrm{PR}$ | $p$ | $1 / 2$ |
| $p$-corNLB | $p \mathrm{PR}+(1-p) \mathrm{SR}$ | $(p+3) / 4$ | $(-p+3) / 4$ |

Table I.(d) - Summary of the definition and probabilities at CHSH and $\mathrm{CHSH}^{\prime}$ games for some outstanding boxes.

Remark I. 5 (Extremal points of $\mathcal{N S}$ ). We saw in Remark 1.4 that PR is an extremal point of $\mathcal{N S}$. Similarly, the boxes $\mathrm{PR}^{\prime}, \overline{\mathrm{PR}}$ and $\overline{\mathrm{PR}^{\prime}}$ are a well an extremal points of $\mathcal{N S}$ since we have $\mathrm{PR}^{\prime}=\mathrm{P}_{\mathrm{NL}}^{1,1,1}$ and $\overline{\mathrm{PR}}=\mathrm{P}_{\mathrm{NL}}^{0,0,1}$ and $\overline{\mathrm{PR}^{\prime}}=\mathrm{P}_{\mathrm{NL}}^{1,1,0}$. Nevertheless, observe that SR is not an extremal point since it could be written as the non-trivial convex combinaison $\mathrm{SR}=\frac{1}{2} \mathrm{P}_{0}+\frac{1}{2} \mathrm{P}_{1}$ with $\mathrm{P}_{0}=\mathrm{P}_{\mathrm{L}}^{0000}, \mathrm{P}_{1}=\mathrm{P}_{\mathrm{L}}^{0101} \in \mathcal{L} \subseteq \mathcal{N S}$.

Example I. 6 (Signalling box). The box that always give $a$ and $b$ such that $a \wedge b=x \wedge y$ uniformly is not in $\mathcal{N S}$ since it does not satisfies (5).

The CHSH-CHSH ${ }^{\prime}$ Slice. Recall that $\mathcal{N S}$ is a convex polytope of dimension 8 (see page 6 ), so it does admit a very convenient representation in drawings, but we can study some of its slices. By "slice" we mean an affine plane of the vector space $\mathcal{B}$ of boxes (or the intersection of $\mathcal{N S}$ with this affine plane). More particularly, we call CHSH- $\mathrm{CHSH}^{\prime}$ slice the slice containing the three non-aligned points $\mathrm{PR}, \mathrm{PR}^{\prime}$ and I . This slice has been investigated in [Bra11, $\left.\mathrm{BCP}^{+} 14, \mathrm{CLB}^{+} 15\right]$, and in this slice it shown that the sets $\mathcal{L} \subseteq \mathcal{Q} \subseteq \mathcal{N S}$ have appealing shapes: $\mathcal{Q}$ is a disk sandwiched between the squares $\mathcal{L}$ and $\mathcal{N S}$, see Diagram I.(e). Additionally, we projected some boxes into the CHSH-CHSH' although they do not belong to this slice. For instance the box SR is projected to the point of coordinates $\left(\frac{3}{4}, \frac{3}{4}\right)$, which corresponds to its probability of winning at respectively $\mathrm{CHSH}^{\prime}$ and CHSH (see Table I.(d)), although PR $\notin \mathrm{CHSH}-\mathrm{CHSH}^{\prime}$ slice. Note that many other slices have been studied in [GKW ${ }^{+}$18].

Remark I. 7 (Noteworthy local boxes). As we can see on Diagram I.(e), although PR and PR ${ }^{\prime}$ are not local, their middle point, which has coordinates $\left(\frac{3}{4}, \frac{3}{4}\right)$, is local. Indeed, when we compute its expression, we obtain that it is the iso-barycentre of four local boxes:

$$
\frac{\mathrm{PR}+\mathrm{PR}^{\prime}}{2}=\frac{\mathrm{P}_{\mathrm{L}}^{0000}+\mathrm{P}_{\mathrm{L}}^{0101}+\mathrm{P}_{\mathrm{L}}^{1011}+\mathrm{P}_{\mathrm{L}}^{1110}}{4}
$$

so this middle point is local by convexity of $\mathcal{L}$. Similarly, the box $\frac{3}{4}$-isoNLB, at the coordinates $\left(\frac{1}{2}, \frac{3}{4}\right)$ is in $\mathcal{L}$ since it could be written as the iso-barycentre of height local extremal points. Note that the segment joining PR and $\overline{\mathrm{PR}}$ and the one joining SR and $\overline{\mathrm{SR}}$ have their middle point in common, which is the box $\mathrm{I} \in \mathcal{L}$, so that we have the relation $\frac{\mathrm{PR}+\overline{\mathrm{PR}}}{2}=\frac{\mathrm{SR}+\overline{\mathrm{SR}}}{2}=\mathrm{I}$. This makes sense as regards Diagram I.(e).


Diagram I.(e) - The 2-dimensional CHSH - CHSH $^{\prime}$ slice of the 8 -dimensional polytope $\mathcal{N S}$ [Bra11, Figure 1], $\left[B C P^{+} 14\right.$, Figure 4], $\left[C L B^{+} 15\right.$, Figure 3]. This slice contains all the points drawn in black. Additionally, in very transparent font are represented the projection of some other boxes into this plane. Recall the definition of extremal points $P_{L}$ and $P_{N L}$ in (7).

## I.(3) The Key Tool: Communication Complexity

> « Most computer scientists would consider a world in which communication complexity is trivial to be as surprising as a modern physicist would find the violation of causality. » $\left[\mathrm{BBL}^{+} 06\right]$

Communication complexity could be seen as the difficulty for Alice and Bob to compute the value $f(X, Y)$ for some function $f$, with the least amount of communication possible, where $X$ is known by Alice and $Y$ by Bob, provided they have access to some shared ressource such as a nonlocal box. It was introduced by the computer scientist Yao in [Yao79], developed in [Tho79, Kus97, CB97] among many, and reviewed in [KN96, RY20].

Why Studying Communication Complexity? Given a non-signalling correlation (a nonlocal box), we want to determine a criterion that tells us whether or not the correlation is quantum. In Physics, there is the idea that limitations observed in Nature often emerge from physical principles. For instance the boundary of the non-signalling set $\mathcal{N S}$ emerges for the principle that no information can be transmitted faster than the speed of light, which is a consequence of Einstein Special Relativity theory [Ein05b]. So now, we want to characterize the set $\mathcal{Q}$ with a new expression, not written in terms of operators in some Hilbert space as it is until this day, so that it becomes a new axiom of Quantum Mechanics. As said earlier, the fact that $\mathcal{N S}$ is strictly bigger than $\mathcal{Q}$ imply that Quantum Mechanics could not be deduced solely from the two simple axioms of (1) relativistic causality and of (2) the existence of a nonlocal correlation, something is missing. Numerous directions to finding the remaining axiom are closed because $\mathcal{N S}$ and $\mathcal{Q}$ have manifold properties in common [ABPS09]: no-cloning [MAG06, Bar07], no-broadcasting [BBLW07], monogamy of correlations [MAG06], information-disturbance trade-offs [SGB+06], secure key distribution [BHK05, AGM06] and quantumlike dynamical processes [SBP09]. Many attempts are still in process, and they have been listed and reviewed by Popescu (one of the co-authors of the PR box) in [Pop14]: nonlocal computation
[LPSW07], information causality [PPK ${ }^{+} 09$ ], macroscopic locality [NW09], local orthogonality [FSA ${ }^{+}$13], nonlocality swapping [SBP09], many-box locality $\left[\mathrm{ZCB}^{+} 17\right]$, and last but not least, communication complexity [vD99, Bra05, $\left.\mathrm{BBL}^{+} 06, \mathrm{BS} 09, \mathrm{BCMdW10}, \mathrm{SWH} 20\right]$. However, none of them has been shown to perfectly single out $\mathcal{Q}$. In this report, we choose to focus on communication complexity because this criterion seems the most promising one due to its precision near the SR box [BS09], see Subsection II.(4).

Communication Complexity Game. We need to introduce the scenario of communication complexity game [Yao79]. First, as Alice and Bob are preparing together their strategy, the referee sends them a Boolean function $f:\{0,1\}^{n} \times\{0,1\}^{m} \rightarrow\{0,1\}$. Then, the game begins and Alice and Bob are spacelike separated. Assume that they are allowed to exchange classical bits during the game but consider that this trade-off is costly, so that they want to communicate as few bits as possible. The referee provide Alice with a string $X=\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ and Bob with a string $Y=\left(y_{1}, \ldots, y_{m}\right) \in\{0,1\}^{m}$. As Alice and Bob play, the referee counts the number of bit exchanged between them. At the end of the game, Alice have to answer the referee with a bit $a \in\{0,1\}$, and the referee declares that they won if, and only if, $a=f(X, Y)$ (this is the rule of the game). We will say that communication complexity is the minimal number of bits exchanged in order to win, independently of the string $X$ and $Y$, as follows:

Definition $\mathbf{I} .8$ (Communication complexity of a function). The (probabilistic) communication complexity $\mathrm{CC}_{p}(f)$ of a Boolean function $f:\{0,1\}^{n} \times\{0,1\}^{m} \rightarrow\{0,1\}$ is the minimal number of bits such that, for any strings $X \in\{0,1\}^{n}$ and $Y \in\{0,1\}^{m}$ chosen by the referee, Alice and Bob exchange at most this number of bits and Alice knows the value $f(X, Y) \in\{0,1\}$ with probability at least $p$.

If Alice and Bob use a ressource R in this communication complexity game, for example a nonlocal box, then communication complexity is denoted $\mathrm{CC}_{p}^{\mathrm{R}}(f)$. For exemple, Cleve and Buhrman introduced the notion of prior entanglement [CB97, BCvD01], which is the particular case of when the ressource $\mathrm{R} \in \mathcal{Q}$ is quantum, so we denote $\mathbf{C C}_{p}^{\mathcal{Q}}(f)$. Prior entanglement often helps to enhance results: some functions can be computed with exponentially less communication than with with ressources $\mathrm{R} \in \mathcal{L}$ [BCW98].

Remark I. 9 (Quantum communication complexity). Note that there exists as well a quantum version of communication complexity [Yao93, dW02, Bra03, CvDNT13], in which Alice and Bob exchange qubits instead of bits, it is shown that for some problems the amount of communication required in the quantum world is considerably less than the amount of classical communication. This quantum version will be useful in Subsection II.(1).
Example I. 10 (Sum). Consider $f\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=x_{1} \oplus y_{1} \oplus x_{2} \oplus y_{2} \oplus 1$. First, note that $f$ depends on $y_{j}$ 's, so at least one bit needs to be exchanged. Now, when they prepare their strategy, Alice and Bob could have the brilliant idea to write $f\left(x_{1}, x_{2} ; y_{1}, y_{2}\right)=\left[x_{1} \oplus x_{2}\right] \oplus\left[y_{1} \oplus y_{2} \oplus 1\right]$. When the game starts, Bob may perform the local sum $y_{1} \oplus y_{2} \oplus 1$ and then send the result to Alice, so that Alice knows the value $f\left(x_{1}, x_{2} ; y_{1}, y_{2}\right)$ by figuring out the sum of $x_{1} \oplus x_{2}$ and the bit she received from Bob. Hence one bit is sufficient in the trade-off, so $\mathrm{CC}_{1}(f)=1$.

Example I. 11 (Local multiplications). Consider $g\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=\left[x_{1} \wedge x_{2}\right] \oplus\left[y_{1} \wedge y_{2}\right]$. As in the previous example, on the one hand Alice and Bob need to exchange at least a bit, and on the other hand Bob can perform the product $y_{1} \wedge y_{2}$ and send the result to Alice so that they win the game with only one bit in the trade-off. Hence again $\mathrm{CC}_{1}(g)=1$. More generally, any sum of local operations has communication complexity $\leq 1$.
Example I. 12 (Nonlocal multiplications). Consider $h\left(x_{1}, x_{2} ; y_{1}, y_{2}\right):=\left[x_{1} \wedge y_{1}\right] \oplus\left[x_{2} \wedge y_{2}\right]$. Now the situation is trickier because each multiplication depends on $x_{i}$ 's and $y_{j}$ 's. Note that two bits of trade-off are enough since Bob can send $y_{1}$ and $y_{2}$ separately to Alice, so that $\mathrm{CC}_{p}(f) \leq 2$ for any $p \leq 1$. Now, here is the strategy Alice and Bob could establish: if Bob receives $y_{1}=y_{2}=0$, then he send 0 to Alice and she knows that $h\left(x_{1}, x_{2} ; y_{1}, y_{2}\right)$. Otherwise, Bob send 1 to Alice and Alice answer a uniform random bit $r$ to the referee, so that in this case they win with $50 \%$ probability. At the end of the day, with this strategy, they win with probability $\mathbb{P}($ win $)=\mathbb{P}\left(y_{1}=y_{2}=0\right) \times 1+\mathbb{P}\left(y_{1} \neq 0\right.$ or $\left.y_{2} \neq 0\right) \times \frac{1}{2}=\frac{5}{8}$. Hence $\mathrm{CC}_{5 / 8}(h)=1$, but it can be shown that $\mathrm{CC}_{1}(h)=2$.

Remark I. 13 (Majoration on CC). We naturally always have:

$$
\mathrm{CC}_{p}^{\mathrm{R}}(f) \leq m, \quad \text { and } \quad p \leq \frac{1}{2} \Longrightarrow \mathrm{CC}_{p}^{\mathrm{R}}(f)=0
$$

Indeed, the first inequality can be deduced from the naive strategy of Bob sending all his bits $y_{1}, \ldots, y_{m}$ separately to Alice. The second inequality simply yields from the strategy of Alice randomly answering a bit to the referee, independently of the $x_{i}$ 's and $y_{j}$ 's; this strategy wins with $50 \%$ probability for any Boolean function $f$.

Trivial Communication Complexity. We say a ressource R induces trivial communication complexity when:

$$
\begin{equation*}
\exists p>\frac{1}{2}, \quad \forall n, \forall m, \forall f:\{0,1\}^{n} \times\{0,1\}^{m} \rightarrow\{0,1\}, \quad \mathrm{CC}_{p}^{\mathrm{R}}(f) \leq 1 \tag{8}
\end{equation*}
$$

Otherwise, it is said non-trivial. The value $\frac{1}{2}$ was chosen in view of Remark I.13.
Remark I.14. It suffices to study the case $n=m$, i.e. the case of Boolean functions with same-size entry strings $f:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$, since otherwise we can complete the shortest string with zeroes.
Remark I.15. In our approach, when we say that we use a ressource R, we mean that we can use arbitrarily many copies of this ressource. In [KKLR09], the authors estimate the minimal number of nonlocal boxes needed to compute a function $f$.

Definition I .16 (Trivial box). A nonlocal box P is said to be trivial (in the sense of communication complexity) when, as a ressource, it induces trivial communication complexity.

In next section, we will see that all quantum boxes are non-trivial, and we will see as well some examples of post-quantum boxes that are trivial. For instance, the PR box is trivial. Actually, it is conjectured that all post-quantum boxes are trivial; this is the open question that we try to answer in the present report.

## II. Historical Overview

In this section, we present what is known about the link between nonlocal boxes and communication complexity. See below a diagram that recaps historical advances. We zoomed in at the top-right corner of the CHSH-CHSH' slice defined in Diagram I.(e), and we projected the box SR in this plane at coordinates ( $\frac{3}{4}, \frac{3}{4}$ ) even if it is not a convex combinaison of $P R, \mathrm{PR}^{\prime}$ and I . We drawn in red boxes that are known to be non-trivial, i.e. quantum boxes, and in purple boxes that are know to be trivial.


Figure II.(a) - The different historical steps in order to show the conjecture that quantum boxes are non-trivial and that post-quantum boxes are trivial.

## II.(1) 1999: Quantum Boxes are Non-Trivial

In this subsection, we present the idea of the first proof that quantum correlations induce non-trivial communication complexity. This result is due to Richard Cleve, Wim van Dam, Michael Nielsen and Alain Tapp [CvDNT99, Section 4]. As the definition of trivial communication complexity must hold for any Boolean
function, see equation (8), it suffices to disclose a counter-example if we want to show it is non-trivial. This is what they did, with the inner product function:

$$
\begin{equation*}
\operatorname{IP}_{n}\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right):=x_{1} \wedge y_{1} \oplus \cdots \oplus x_{n} \wedge y_{n} \tag{9}
\end{equation*}
$$

where recall that $\wedge$ denotes the product and $\oplus$ the sum modulo 2 . What they show is that communication complexity of $\mathrm{IP}_{n}$ is of the order $\mathrm{CC}_{p}^{\mathcal{Q}}(f)=\mathcal{O}(n)$, where the $\mathcal{Q}$ in exponent means that we allow Alice and Bob to have access to prior entanglement [CB97, BCvD01], which therefore tells that communication complexity could not be trivial with quantum ressources! Note that it was already known that $\operatorname{CC}_{p}^{\mathcal{L}}\left(\operatorname{IP}_{n}\right)=\mathcal{O}(n)$ [CG88, KN96], so the new result of [CvDNT99] subsumes this result because $\mathrm{CC}_{p}^{\mathcal{L}}\left(\mathrm{IP}_{n}\right) \geq \mathrm{CC}_{p}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right)$, or in other words if you can move mountains you can move molehills.

Key Ideas. First, they show the result for quantum communication complexity, which generalizes classical communication complexity in the sense that Alice and Bob can communicate not only bits but also qubits. Then, they simulate a bit-protocol with a qubit-protocol to obtain the result for classical communication complexity.

This notion of quantum communication complextiy was introduced by Yao [Yao93]. Let us denote $Q_{p}^{\mathrm{R}}(f)$ the quantum communication complexity of $f$, where Alice and Bob can use the ressource R, and where Alice has to successfully know $f(X, Y)$ with at least probability $p$. It was already known that $\mathrm{IP}_{n}$ has quantum communication complexity of order $\mathrm{Q}_{p}\left(\mathrm{IP}_{n}\right)=\mathcal{O}(n)$ for any $p>\frac{1}{2}$ [Kre95], but this result does not hold for allowance to quantum ressources. In particular, the new proof of [CvDNT99] subsumes the latter since $\mathrm{Q}_{p}\left(\mathrm{IP}_{n}\right) \geq \mathrm{Q}_{p}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right)$.

Theorem II. 1 (Quantum boxes are non-trivial, [CvDNT99]). For $\frac{1}{2}<p \leq 1$, we have:

$$
\begin{array}{rll}
\mathbb{Q}_{1}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right)=\lceil n / 2\rceil & \text { and } & \mathbb{Q}_{p}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right) \geq \frac{1}{2}(2 p-1)^{2} n-\frac{1}{2} \\
\mathrm{CC}_{1}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right)=n & \text { and } & \mathrm{CC}_{p}^{\mathcal{Q}}\left(\mathrm{IP}_{n}\right) \geq \max \left(\frac{1}{2}(2 p-1)^{2},(2 p-1)^{4}\right) n-\frac{1}{2}
\end{array}
$$

For instance, for the first equality, on the one hand we have the inequality " $\leq$ " using a superdense coding technique [BW92]: by sending $\lceil n / 2\rceil$ qubits in conjunction with $\lceil n / 2\rceil$ EPR pairs, Bob can transmit her $n$ classical bits of input to Alice, enabling her to evaluate $I P_{n}$ because she knows Bob's string. On the other hand, for the " $\geq$ " inequality, they apply a corollary of Holevo's Theorem [Hol73], [CvDNT99, Thm 1].

Then, they prove the results for CC using the ones for Q . Again by superdense coding, the idea is that, given an $m$-bit protocol for $\mathrm{IP}_{n}$, one can construct an $m$-qubit protocol for $\mathrm{IP}_{2 n}$. So the first equation of the theorem gives $m \geq \mathrm{Q}_{1}^{\mathcal{Q}}\left(\mathrm{IP}_{2 n}\right)=\lceil 2 n / 2\rceil=n$. Hence the first equality for CC because we know as well that it is $\leq n$, see Remark I.13. The inequality with CC is obtain with the same reasoning, and using additionally the fact that $\mathrm{CC}_{p}(f) \geq \mathrm{Q}_{p}(f)$ for any $f$ and $p$. Hence the result.

## II.(2) 1999: The PR Box is Trivial

> "The solution of all possible distributed functions with a single bit of communication surely does contradict our experiences in computer science.» [vD99]

In this subsection, we present the original proof of Wim van Dam, one of the co-authors of the previous subsection result, that the PR box is trivial from his Ph.D. thesis [vD99, Chapter 9]. Note that [BBL+06] mentions that this result was as well independently shown by Cleve, another co-author from previous subsection. Van Dam's result may be expressed in terms of our notations, see equation (8), with probability $p=1$ and ressource $R=P R$ and Remark I.14:

Theorem II. 2 (The PR box is trivial). A single bit of communication is enough for Alice to compute any Boolean function:

$$
\forall n, \quad \forall f:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}, \quad \mathrm{CC}_{1}^{\mathrm{PR}}(f) \leq 1
$$

Key Ideas. Given a Boolean function $f$ and arbitrarily many copies of the PR box, (1) Alice and Bob first write $f(X, Y)$ as a sum of nonlocal multiplications, then (2) they turn each nonlocal multiplication into a sum using a PR box, and finally (3) Bob locally computes the sum of his bits and sends his result to Alice so that she knows the value $f(X, Y)$ with only one bit of communication. The three steps are developed below.
(0) Distributed Bits. A preliminary clever remark is to try to write the value $f(X, Y)$ as a distributed bit. A bit $c \in\{0,1\}$ is said to be distributed between Alice and Bob if it could be written as the sum:

$$
c=a \oplus b
$$

where Alice knows $a \in\{0,1\}$ and Bob $b \in\{0,1\}$. If a bit $c$ is distributed, then it suffices for Bob to send $b$ to Alice and Alice knows the bit $c$. Hence, if Alice and Bob are able to write values of $f$ as a distributed bit $f(X, Y)=a_{X} \oplus b_{Y}$, then $f$ could be computed by Alice with only one bit exchanged. When such a decomposition of $f$ exists for any strings $X$ and $Y$, we say that $f$ is distributively computed. In particular, this is the idea that was behind examples I. 10 and I. 11 of previous section.
(1) Algebraic Normal Form. Let $f:\{0,1\}^{n} \times\{0,1\}^{n} \rightarrow\{0,1\}$ a Boolean function, and consider strings $X=\left(x_{1}, \ldots, x_{n}\right)$ and $Y=\left(y_{1}, \ldots, y_{n}\right)$ in $\{0,1\}^{n}$. Key idea number (1) comes back to writing $f$ as an inner product function as defined in equation (9). To do so, using a similar technique as for lagrange interpolation polynomial, first see that $f$ is exactly a polynomial over $\mathbb{Z} / 2 \mathbb{Z}$ :

$$
f(X, Y)=\bigoplus_{X^{\prime}, Y^{\prime} \in\{0,1\}^{n}} \underbrace{f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}, y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)}_{\text {scalar }} \underbrace{\left[x_{1}-x_{1}^{\prime}+1\right] \cdots\left[x_{n}-x_{n}^{\prime}+1\right]\left[y_{1}-y_{1}^{\prime}+1\right] \cdots\left[y_{n}-y_{n}^{\prime}+1\right]}_{=1 \text { if and only if } X^{\prime}=X \text { and } Y^{\prime}=Y},
$$

where $X^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ and $Y^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)$ are strings of $\{0,1\}^{n}$, and we recall that $\oplus$ is the mod- 2 sum. After developing and re-ordering terms, we obtain the algebraic normal form of $f$ :

$$
f(X, Y)=\bigoplus_{i=1}^{2^{n}} P_{i}(X) Q_{i}(Y)
$$

where $P_{i} \in \mathbb{Z} / 2 \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ is some polynomial, and $Q_{i}$ is a polynomial of the form $Q_{i}(Y)=\prod_{j \in S_{i}} y_{j}$ for some subset $S_{i} \subseteq\{1, \ldots, n\}$. Note that the above sum index $i$ goes until $2^{n}$ as it is the number of subsets of $\{1, \ldots, n\}$. Hence we showed that $f$ could be written in terms of the inner production function $\mathrm{IP}_{2^{n}}$.
(2) Use some PR boxes. Alice and Bob have access to as many copies of the PR box as they want. Here we will use $2^{n}$ PR boxes, where $n$ is fixed as the entry strings size of the given function $f$. Let $1 \leq i \leq 2^{n}$. Knowing all the bits of the string $X$, Alice may locally compute the value $P_{i}(X)$ and she inputs it her share of the PR box. Similarly, Bob inputs the value $Q_{i}(Y)$ in his share. The nonlocal box PR then provide Alice and Bob with respective bits $\alpha_{i}$ and $\beta_{i}$ such that $P_{i}(X) Q_{i}(Y)=\alpha_{i} \oplus \beta_{i}$ with probability $100 \%$. It turns out that $f(X, Y)$ is now of the form of a distributed bit:

$$
f(X, Y)=\bigoplus_{i=1}^{2^{n}}\left(\alpha_{i} \oplus \beta_{i}\right)=\underbrace{\left(\bigoplus_{i=1}^{2^{n}} \alpha_{i}\right)}_{\text {Alice's side }} \oplus \underbrace{\left(\bigoplus_{i=1}^{2^{n}} \beta_{i}\right)}_{\text {Bob's side }}
$$

(3) Alice computes the value. As the bit $f(X, Y)$ is distributed, we conclude as in point (0) that Alice can compute $f(X, Y)$ onces she receives the bit $b=\bigoplus_{i} \beta_{i}$ from Bob. Hence the result that any Boolean function $f$ is computed by Alice with at most one bit exchanged.

## II.(3) 2006: Boxes above $\approx 0.91$ are Trivial


#### Abstract

« $\mathscr{A}$ proof that nontrivial communication complexity forbids nonlocal boxes to be approximated with probability greater than [ $85.4 \%$ ] would be very interesting, as it would render Tsirelson's bound inevitable, making it a candidate for a new informationtheoretic axiom for quantum mechanics. » $\left[\mathrm{BBL}^{+} 06\right]$


In this section, now that we know that the PR box is trivial, we present an article showing that noisy PR boxes are as well trivial until the error rate threshold $\frac{3+\sqrt{6}}{6} \approx 0.91\left[\mathrm{BBL}^{+} 06\right]$. It gives the triangle-shape trivial zone of Figure II.(a). This work is due to Gilles Brassard, Harry Buhrman, Noah Linden, André Allan Méthot, Alain Tapp, and Falk Unger.

Remark II. 3 (Isotropic boxes). In particular, isotropic boxes, which are defined as convex combinaison of PR and its opposite $\overline{\mathrm{PR}}$, give an interesting type of noise: $p$-isotropic box with $p \geq 0.5$ are non-trivial for $p \leq \cos ^{2}\left(\frac{\pi}{8}\right) \approx 0.85$ by Tsirelson's bound, whereas they are trivial for $p>\frac{3+\sqrt{6}}{6} \approx 0.91$. Those isotropic boxes are important, because it was shown that if a $p$-isotropic box is trivial, then any box $P \in \mathcal{N S}$ wining at CHSH game with probability $p$ is also trivial [MAG06, Appendix A]. This process is called depolarization. However, in the gap between $\approx 0.85$ and $\approx 0.91$, communication complexity behavior is still unknown to this day...

Key Ideas. Authors' idea is first (1) to distributively compute any given Boolean function with a protocol that do not involve communication between Alice and Bob, up to some error probability. Then (2) they use the majority function to boost the probability of having a good result at step (1). The steps are detailed below.

Theorem II. 4 (Boxes above $\approx 0.91$ are trivial). If a non-signalling box $\mathrm{P} \in \mathcal{N S}$ wins at CHSH game with probability $p>\frac{3+\sqrt{6}}{6} \approx 91 \%$, then the box P is trivial.
(1) Distributed Computation. As it was the case in van Dam's protocol to show that the PR box is trivial in previous subsection, the authors use here the notion of distributed computation. Find the definition of distributively computed function $f$ at page 14. Their idea is to show that any Boolean function $f$ : $\{0,1\}^{n} \times\{0,1\}^{m} \rightarrow\{0,1\}$ can be distributively computed with probability $>1 / 2$, without communication between Alice and Bob. Indeed, here is such a protocol. Assume Alice and Bob share a uniformly random string $z \in\{0,1\}^{m}$ of same size as Bob's strings. Alice strategy is simple: upon receiving her string $x$, she answers the bit $a=f(x, z)$. As for Bob, it depends on his question string $y$ : in the lucky event that $y=z$ which happens with probability $\frac{1}{2^{m}}$, he answers $b=0$; otherwise he answers a uniformly random bit $y=r \in\{0,1\}$. At the end of the day, we have the claimed result:

$$
\mathbb{P}(f(x, y)=a \oplus b)=\frac{1}{2^{m}} \times 1+\left(1-\frac{1}{2^{m}}\right) \times \frac{1}{2}=\frac{1}{2}+\frac{1}{2^{m+1}}>\frac{1}{2}
$$

(2) Majority Function. The majority function $\operatorname{Maj}:\{0,1\} \times\{0,1\} \times\{0,1\} \rightarrow\{0,1\}$ is the Boolean function that outputs the most appearing bit among its three entry bits. For instance $\operatorname{Maj}(1,1,1)=1$ and $\operatorname{Maj}(0,1,0)=$ 0 . The idea is to use this function to correct, to some extent, errors generated by the noise. We want to boost the probability of distributively computing $f$. We saw that Alice and Bob have a protocol to successfully write $f(x, y)=a \oplus b$ with probability $p_{0}=\frac{1}{2}+\frac{1}{2^{m+1}}$, without communication. Image they apply this protocol three times independently. They obtain some pairs $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right),\left(a_{3}, b_{3}\right)$ such that $f(x, y)=a_{i} \oplus b_{i}$ with probability $p_{0}$ for each $i$. To boost the success probability $p_{0}$, Alice and Bob may try to distributively compute the majority function of the $a_{i} \oplus b_{i}$, i.e. they may seek bits $a$ and $b$ such that:

$$
a \oplus b=\operatorname{Maj}\left(a_{1} \oplus b_{1}, a_{2} \oplus b_{2}, a_{3} \oplus b_{3}\right)
$$

This problem is called nonlocal majority problem.
Lemma II. 5 ([BBL+06, Lemmata 2 and 3]). If Alice and Bob know a protocol to solve the nonlocal majority problem with probability $q>\frac{5}{6}$, then communication complexity is trivial.

Lemma II. 6 ([BBL+ 06 , Lemmata 4 and 5]). Nonlocal majority problem can solved with probability $p^{2}+(1-$ $p)^{2}$, provided Alice and Bob have access to two copies of a box $\mathrm{P} \in \mathcal{N S}$ that wins at CHSH game with proba. p.
Proof. (Theorem II.4). Combining the two previous lemmata, we see that communication complexity is trivial whenever $p$ satisfies $p^{2}+(1-p)^{2}>\frac{5}{6}$, which is equivalent to $p>\frac{3+\sqrt{6}}{6}$ or $p<1-\frac{3+\sqrt{6}}{6}$, thus the result.
Remark II. 7 (Optimality). In this proof, the authors used the majority function with 3 input bits. There exists a more general notion of majority function with $n$ input bits, and we may wonder if it could help to boost better the result. However [Mor16, Theorem 25] shows that the threshold $\frac{3+\sqrt{6}}{6} \approx 91 \%$ is not enhanced, for any $n \geq 3$. Actually, the author even shows that no Boolean function in the boosting process, among a large class of functions, leads to a better result than this threshold!! Similarly [SWH20] shows this optimality of $\approx 91 \%$ for another large class of functions. Find more details in Subsection II.(5).

## II.(4) 2009: Correlated Boxes are Trivial

« $\operatorname{This}$ result provides a partial answer to the question of why quantum nonlocality is also bounded below Tsirelson's bound, in regions of the polytope close to the local set of correlations. » [BS09]

In this subsection, we present the result that correlated boxes are all trivial, except the extremal point $S R$ [BS09]. Recall that correlated boxes are convex combinaisons between PR and SR, and they are projected in the diagonal of the triangle in the $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$ plane, see Figure II.(a). The result is even stronger than that: the authors numerically draw a positive-width trivial area nearby correlated boxes. This work is due to Nicolas Brunner and Paul Skrzypczyk, and it is based on the result of previous subsection [BBL+06]. We denote triv ${ }_{\text {BBLmtu }}$ the trivial "triangle-shaped" area that was disclosed in $\left[\mathrm{BBL}^{+} 06\right]$. We will not go into too much details here because our contribution in Section III. is a generalization of this result, the same ideas will be explained in a more general framework.

Remark II.8. This result is outstanding since the authors find for the first time trivial post-quantum boxes arbitrarily close to the quantum set $\mathcal{Q}$ near SR. This means that, at close near SR, communication complexity seems to be a good criterion to single out quantum correlations!

Key Ideas. The authors introduce (1) a distillation protocol that allow to combine two nonlocal boxes into one new box in a way that, in some favorable cases, CHSH wining probability is increased. (2) They use this protocol to show that correlated can be distilled until the trivial area trivbBLMTU, and therefore they are trivial as well. Find more details below.

Theorem II. 9 (Correlated boxes are trivial). Boxes of the form $p \mathrm{PR}+(1-p) \mathrm{SR}$ are trivial for any $0<p \leq 1$.
Remark II.10. It is not surprising that SR is not trivial, since $\mathrm{SR} \in \mathcal{L} \subseteq \mathcal{Q}$, see Remark I.5, and we saw in Subsection II.(1) that all quantum boxes are non-trivial.
(1) Distillation Protocol. Given two copies of a box P, they "wire" them in the following way, called distillation protocol:


```
Diagram II.(b) - Distillation protocol of some box P \in\mathcal{NS}\mathrm{ . It defines a "bigger" box,}
called distilled box when its CHSH wining probability is greater than the one of P.
```

Note that the first distillation protocol was defined a bit before the this one, in [FWW09]. Other results about distillation can be found in [DW08, Sho09, ABL+09, EWC22].
(2) Correlated Boxes are Trivial. The idea is to choose a starting correlated box $p$-corNLB and to repeat this protocol many times. The authors show that the new boxes obtained by this protocol are again correlated boxes and that they eventually reach triv bblmte. As this distillation protocol do not increase communication complexity, they deduce that the starting box is trivial, i.e. given this box as a ressource, there exists a finite protocol (although potentially very long) such that any Boolean function has trivial communication complexity. Find graphics and more details in our generalized proof in Section III.

Remark II. 11 (Limitations of this method). It was recently shown in [EWC22] that protocols involving more than two copies of P disclose strictly better results. Although we can marvel the power of distillation protocol, it is shown in [Sho09, BG15] that isotropic boxes cannot be distilled into another isotropic box (find more details in Subsection II.(5)), which is a pain since we saw in Remark II. 3 that those boxes are really noteworthy. Recall that isotropic are the "vertical" boxes, i.e. the convex combinaison between PR and $\overline{P R}$. However, Proulx found later another method, without using distillation, to show again that correlated boxes induce trivial communication complexity [Pro18].

## II.(5) 2015-2020: Limiting Results


#### Abstract

« The absurdity of a world in which any function could be evaluated by two players with a constant amount of communication in turn provides a tantalizing way to distinguish quantum mechanics from incorrect theories of physics. » [SWH20]


In this subsection, we present three results showing limitations of some techniques on proving that postquantum boxes are trivial. It might be good to be aware of limitations in order to have a better intuition.
(1) 2015: Isotropic Boxes cannot be Distilled. We mentioned in Remark II. 3 the great interest of considering isotropic boxes. Recall that isotropic are the "vertical" boxes, i.e. the convex combinaison between PR and $\overline{\mathrm{PR}}$. But Salman Beigi and Amin Gohari showed in [BG15, Theorem 10] that post-quantum isotropic boxes cannot be distilled in another isotropic box (this result does not tell about distillation of isotropic boxes into nonisotropic boxes though). Recall that distillation protocol was part of the proof of [BS09], see Subsection II.(4) , but Marc-Olivier Proulx found later another method to prove the same result, without using distillation [Pro18], see Subsection II.(6). In [BG15], after generalizing the maximal correlation measure to post-quantum boxes, the authors show that this measure is monotonically decreasing under wiring. They note that a set of correlations, in order to be consistent in Nature, must be closed under wirings [ABL ${ }^{+}$09, LVN14, NGHA15], so a good idea is to seek sets between $\mathcal{Q}$ and $\mathcal{N S}$ that are closed under wirings. However, given a set of correlations, it is difficult to determine whether or not it closed. This is why they introduce the first general method to construct closed sets of correlations.
(2) 2016: The Threshold $\approx 0.91$ is Optimal. In Subsection II.(3), we saw that the authors of [ $\left.\mathrm{BBL}^{+} 06\right]$ used a 3 -input majority function $\mathrm{Maj}_{3}$ in order to boost the success probability of having a correct distributed computation of $f$. Instead, they could have used many other functions and they would have probably obtained even better results than their threshold $\frac{3+\sqrt{6}}{6} \approx 91 \%$. But actually, later, Ryuhei Mori showed in [Mor16, Theorem 25] that this threshold is not enhanced if we take any other Boolean function in the boosting process, among a large class of functions! Find a similar limitation result in [SWH20], cf point (3). To understand better the class of functions the author considered, we first need to define XOR functions: they are Boolean functions $g$ that could be written $g(A, B)=h(A \oplus B)$ for some Boolean function $h$, where $A$ and $B$ are same-size strings and where $A \oplus B$ is the bit sum component-wise. Additionally, they use the notion of adaptative protocol, meaning that box inputs has not to depend on other boxes outputs, and the notion of PR-adaptative protocol, which is a protocol for which $f(x, y)$ is computed without error when provided PR
boxes. So their large class of function is the class of XOR functions computed by an adaptative PR-correct protocol, and this class contains in particular $n$-input majority functions $\mathrm{Maj}_{n}$ for $n \geq 3$. The restriction to XOR functions seems to be natural since the strings $A$ and $B$ have meaning especially when their XOR $\oplus$ is taken. Even more astonishing, they show that $\mathrm{Maj}_{3}$ is the unique function, among their class of functions, reaching the threshold $\approx 91 \%$, up to adding zeroes on the other coordinates if we consider a function with more than three input bits. Their proof is based on discrete Fourier analysis techniques.
(3) 2020: Tight Limits on NonLocality. In [SWH20], Noah Shutty, Mary Wootters, and Patrick Hayden investigate the extent to which the axiom "communication complexity is nontrivial" can explain the quantum value of nonlocal games. As in point (2), they show that the threshold $\frac{3+\sqrt{6}}{6} \approx 91 \%$ from $\left[\mathrm{BBL}^{+} 06\right]$ cannot be improved using a large class of functions. Their class of function $C_{\epsilon}$ is a circuit model on a gate set $\mathcal{G}$ which contains one noisy gate $g_{\epsilon}$. They apply this idea to formulas of noise-free XOR gates and noisy AND gates. However, this limitation does not rule out all approaches; in particular, it could be that there is a way to use post-quantum correlations in way other than to create noisy AND gates. It is always interesting to rule out any approach, or to find an approach that works. Additionally, note that they exhibit a nonlocal game such that communication complexity collapses in any physical theory whose maximal winning probability exceeds the quantum value!

## II.(6) 2018: Boxes are Trivial above an Ellipse

In this section, we present the work done by Marc-Olivier Proulx in his Master's thesis [Pro18]. He found new trivial post-quantum boxes, and a new way of proving the result from [BS09], see Subsection II.(4), but without using distillation. His proof is a generalization fo the one from [BBL+06], see Subsection II.(3). His result holds in two slices of the non-signalling polytope $\mathcal{N S}$ : the one containing $P R, \mathrm{PR}^{\prime}, \mathrm{I}$, and the one containing PR, SR, I. The latter slice is the same as the one studies in [BS09].

Theorem II. 12 (Trivial boxes above a parabola, [Pro18, Thm 1]). Provided that:

$$
6 c_{1}^{2}+3\left(2 c_{1}-1\right) c_{2}+2 c_{2}^{2}-6 c_{1}+\frac{3}{2}>1
$$

it yields that the box $c_{1} \mathrm{PR}+c_{2} \mathrm{PR}^{\prime}+\left(1-c_{1}-c_{2}\right) \overline{\mathrm{PR}} \in \mathcal{N S}$ is trivial.

Theorem II. 13 (Trivial boxes above a parabola, [Pro18, Thm 2]). Provided that:

$$
6 d_{1}^{2}+\frac{9}{2}\left(2 d_{1}-1\right) d_{2}+\frac{15}{4} d_{2}^{2}-6 d_{1}+\frac{3}{2}>1
$$

it yields that the box $d_{1} \mathrm{PR}+d_{2} \mathrm{SR}+\left(1-d_{1}-d_{2}\right) \overline{\mathrm{PR}} \in \mathcal{N S}$ is trivial.

Those two theorems have share similarities with the proof of [BBL $\left.{ }^{+} 06\right]$. In particular, note that for isotropic boxes (the "vertical" boxes), the author recovers the same threshold as in $[B B L+06]$, the famous $\frac{3+\sqrt{6}}{6} \approx 91 \%$ !

Theorem II. 14 (Correlated boxes are trivial, [Pro18, Section 4.4]). Correlated boxes are trivial (except SR), without using distillation.

The proof of this theorem is based on a protocol from $\left[\mathrm{PPK}^{+} 09\right]$. Given a Boolean function $f$, the idea is again to distributively compute $f(X, Y)$, where $X, Y \in\{0,1\}^{n}$. The trick consists in defining a string $F(X)$, for which the $k$-th element is $F(X)_{k}=f(X, k)$ for any $1 \leq k \leq 2^{n}$ (with the convention that an integer $1 \leq k \leq 2^{n}$ is uniquely associated to a string whose elements are the mod-2 digits of $k$ ). Defining the address function:

$$
\operatorname{Addr}_{n}:\left\{\begin{array}{cl}
\{0,1\}^{2^{n}} \times\{0,1\}^{n} & \longrightarrow\{0,1\} \\
\left(x_{0}, \ldots, x_{2^{n}-1} ; y_{0}, \ldots, y_{n-1}\right) & \longmapsto
\end{array}\right.
$$

with $\alpha=\sum_{i=0}^{n-1} y_{i} 2^{i} \leq 2^{n}-1$, he then obtains the relation:

$$
f(X, Y)=\operatorname{Addr}_{n}\left(F(X)_{0}, \ldots, F(X)_{2^{n}-1}, y_{0}, \ldots, y_{n-1}\right)
$$

So it suffices to distributively compute the right handsight, which is done using the PPKSWZ protocol [PPK ${ }^{+09] .}$

## II.(7) 2022: Better Distillation Protocols

In this subsection, we mention a very recent work from Giorgos Eftaxias, Mirjam Weilenmann, and Roger Colbeck [EWC22]. We saw in Diagram II.(b) that a distillation protocol with two copies of a box are very powerful, they allow in particular to show that all correlated boxes are trivial [BS09]. But here, in this article, the authors show that mutli-copy distillation protocols can enhance results: they exhibit a particular slice and a particular 3 -copy distillation protocol with which they find a new trivial area that is strictly larger than anything achievable with any 2-copy distillation protocol [EWC22, Figure 6]. To this effect, they employ an optimization technique over all 2-copy wiring protocols.

## III. Our Contribution: Algebra of Boxes

In this section, we generalize the results obtained in [BS09] in order to find new trivial boxes. The main idea is to introduce an algebra of boxes with a new operation: the multiplication, denoted " $\boxtimes$ ". Using this multiplication, we will then define the notions of orbit, to eventually find a new trivial area, both numerically and analytically.

## III.(1) New Operation: $\mathbb{}$

We will define here the algebra of nonlocal boxes over the field of real numbers. In a first time, in order to introduce this algebra properly, we will consider not only non-signalling boxes, but also all other possible functions $\{0,1\}^{4} \rightarrow \mathbb{R}$, so that they form a 16 -dimensional vector space $\mathcal{B}=\mathcal{F}\left(\{0,1\}^{4}, \mathbb{R}\right)$. Later, we will only work in the subset of conditional probability measures, more precisely the one of non-signalling correlations. We endow this vector space $\mathcal{B}$ with the usual addition and scalar multiplication:

$$
\begin{aligned}
& \forall \mathrm{P}, \mathrm{Q} \in \mathcal{B}, \quad[\mathrm{P}+\mathrm{Q}](a, b \mid x, y):=\mathrm{P}(a, b \mid x, y)+\mathrm{Q}(a, b \mid x, y), \\
& \forall \mathrm{P} \in \mathcal{B}, \forall \lambda \in \mathbb{R}, \quad[\lambda \cdot \mathrm{P}](a, b \mid x, y):=\lambda \cdot \mathrm{P}(a, b \mid x, y) .
\end{aligned}
$$

Multiplication of Boxes. We now need to define a multiplication. Given two boxes P and Q, we wire them as in the distiallation protocol $[\mathrm{BS} 09]$, so that we obtain a bigger box that we call $\mathrm{P} \boxtimes \mathrm{Q}$ :


Diagram III.(a) - Distillation protocol of some boxes $P$ and $Q$, in this order, which gives rise to a new box, called $P \boxtimes Q$.

This product $\boxtimes$ could be more formally written as follows:

$$
\begin{align*}
\mathrm{P} \boxtimes \mathrm{Q}(a, b \mid x, y) & =\sum_{a_{1}, b_{1}, a_{2}, b_{2} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times \mathrm{Q}\left(a_{2}, b_{2} \mid a_{1} x, b_{1} y\right) \mathbb{1}_{a=a_{1} \oplus a_{2}} \mathbb{1}_{b=b_{1} \oplus b_{2}}  \tag{10}\\
& =\sum_{a_{1}, b_{1} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times \mathrm{Q}\left(a \oplus a_{1}, b \oplus b_{1} \mid a_{1} x, b_{1} y\right) \tag{11}
\end{align*}
$$

where $a, b, x, y$ are bits in $\{0,1\}$. From this formula, we clearly see that $\boxtimes$ is bilinear, and in particular it is distributive for + . Besides the fact that $\boxtimes$ is unquestionably intern in $\mathcal{B}$, it is as well intern in the set of conditional probability measures:

$$
\begin{aligned}
\sum_{a, b \in\{0,1\}} \mathrm{P} \boxtimes \mathrm{Q}(a, b \mid x, y) & =\sum_{a_{1}, b_{1} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times\left[\sum_{a, b \in\{0,1\}} \mathrm{Q}\left(a \oplus a_{1}, b \oplus b_{1} \mid a_{1} x, b_{1} y\right)\right] \\
& =\sum_{a_{1}, b_{1} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times 1 \\
& =1,
\end{aligned}
$$

for any $x, y \in\{0,1\}$. As well, note that the local set $\mathcal{L}$, the quantum set $\mathcal{Q}$ and the non-signalling set $\mathcal{N S}$ are all stable under this operation, see $\left[\mathrm{ABL}^{+} 09\right]$. Altogether, this shows in particular that $(\mathcal{B},+, \cdot, \boxtimes)$ is a well-defined algebra of boxes.

Multiplication Table for $\boxtimes$. Using formula (11), direct computations lead to the following multiplication table:

|  | PR | SR | $\overline{\mathrm{PR}}$ | $\overline{\mathrm{SR}}$ |
| :---: | :---: | :---: | :---: | :---: |
| PR | PR | PR | $\overline{\mathrm{PR}}$ | $\overline{\mathrm{PR}}$ |
| SR | $\frac{1}{2}(\mathrm{PR}+\mathrm{SR})$ | SR | $\frac{1}{2}(\overline{\mathrm{PR}}+\overline{\mathrm{SR}})$ | $\overline{\mathrm{SR}}$ |
| $\overline{\mathrm{PR}}$ | $\frac{1}{2}(\overline{\mathrm{PR}}+\overline{\mathrm{SR}})$ | $\overline{\mathrm{PR}}$ | $\frac{1}{2}(\mathrm{PR}+\mathrm{SR})$ | PR |
| $\overline{\mathrm{SR}}$ | $\overline{\mathrm{SR}}$ | $\overline{\mathrm{SR}}$ | SR | SR |

Table III.(b) - Multiplication table given by $\mathrm{P} \boxtimes \mathrm{Q}$.
where we recall that $\overline{\mathrm{SR}}:=\mathrm{PR}-\mathrm{SR}+\overline{\mathrm{PR}}$. For instance, let us compute $\mathrm{PR} \boxtimes \mathrm{SR}$. Using formula (11):

$$
\begin{aligned}
\mathrm{PR} \boxtimes \mathrm{SR}(a, b \mid x, y) & =\sum_{a_{1}, b_{1} \in\{0,1\}} \operatorname{PR}\left(a_{1}, b_{1} \mid x, y\right) \times \mathrm{SR}\left(a \oplus a_{1}, b \oplus b_{1} \mid a_{1} x, b_{1} y\right) \\
& =\sum_{a_{1}, b_{1} \in\{0,1\}} \frac{1}{2} \mathbb{1}_{a_{1} \oplus b_{1}=x y} \times \frac{1}{2} \mathbb{1}_{a \oplus a_{1}=b \oplus b_{1}},
\end{aligned}
$$

where $a \oplus a_{1}=b \oplus b_{1} \Leftrightarrow a_{1} \oplus b_{1}=a \oplus b$, so that the condition $\left(a_{1} \oplus b_{1}=x y\right) \wedge\left(a \oplus a_{1}=b \oplus b_{1}\right)$ is equivalent to saying $a_{1} \oplus b_{1}=x y=a \oplus b$. This last condition is satisfied by exactly two couples $\left(a_{1}, b_{1}\right)$ of $\{0,1\}^{2}$, hence after summing it remains:

$$
=\frac{1}{2} \mathbb{1}_{a \oplus b=x y}
$$

and we recognize the expression of the $P R$ box. Hence $P R \boxtimes S R=P R$. Alternatively, we may as well rely on Diagram III.(a) to make faster computation: by definition, the first box (PR) gives $a_{1} \oplus b_{1}=x y$ while the second one (SR) gives $a_{2} \oplus b_{2}=0$. Therefore, the outputs $a$ and $b$ of PR $\boxtimes$ SR satisfy $a \oplus b=\left(a_{1} \oplus b_{1}\right) \oplus\left(a_{2} \oplus b_{2}\right)=x y$, which characterizes the PR box.

Right Identity. The box $\mathrm{P}_{0}(a, b \mid x, y):=\mathbb{1}_{a=b=0}$ is a right identity for $\boxtimes$ :

$$
\mathrm{P} \boxtimes \mathrm{P}_{0}(a, b \mid x, y) \stackrel{(11)}{=} \sum_{a_{1}, b_{1} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times \mathbb{1}_{a_{1}=a, b_{1}=b}=\mathrm{P}(a, b \mid x, y),
$$

for any arbitrary box $\mathrm{P} \in \mathcal{B}$. We may compute its coordinates in the CHSH-CHSH' plane:

$$
\mathbb{P}\binom{\mathrm{P}_{0} \text { wins }}{\text { at CHSH }}=\sum_{x, y \in\{0,1\}} \frac{1}{4} \sum_{a, b \in\{0,1\}} \mathrm{P}_{0}(a, b \mid x, y) \mathbb{1}_{a \oplus b=x y}=\sum_{x, y \in\{0,1\}} \frac{1}{4} \mathbb{1}_{0=x y}=\frac{3}{4}
$$

and likewise $\mathbb{P}\left(\mathrm{P}_{0}\right.$ wins at CHSH $\left.^{\prime}\right)=\frac{3}{4}$ since the box $\mathrm{P}_{0}$ does not depend on the entries $x$ and $y$ and because CHSH $^{\prime}$ is flipped-entries version of CHSH. Hence $\mathrm{P}_{0}$ is projected at the same position as SR in the CHSH-CHSH ${ }^{\prime}$ plane, at the coordinates $\left(\frac{3}{4}, \frac{3}{4}\right)$, although they are actually different boxes in $\mathcal{B}$.

What about SR?. (1) In view of the second column of the above multiplication table, we may wonder if $\operatorname{SR}$ is a right identity for the operation $\boxtimes$. We see here that it is not the case in $\mathcal{B}$, notwithstanding that we will later obtain that SR is a right identity in some affine plane $\mathcal{P} \subseteq \mathcal{B}$. For any box P , we have by equation (11):

$$
\mathrm{P} \boxtimes \mathrm{SR}(a, b \mid x, y)=\sum_{a_{1}, b_{1} \in\{0,1\}} \mathrm{P}\left(a_{1}, b_{1} \mid x, y\right) \times \frac{1}{2} \mathbb{1}_{a \oplus a_{1}=b \oplus b_{1}}
$$

but the condition $a \oplus a_{1}=b \oplus b_{1}$ is equivalent to the case disjunction ( $\left.a_{1}=a \wedge b_{1}=b\right) \vee\left(a_{1}=a \oplus 1 \wedge b_{1}=b \oplus 1\right)$, so:

$$
=\frac{1}{2} \mathrm{P}(a, b \mid x, y)+\frac{1}{2} \mathrm{P}(a \oplus 1, b \oplus 1 \mid x, y)
$$

This relation gives in one go a proof for the second column of the multiplication table, and as well a proof that $S R$ is not a right identity since for instance $P_{0} \boxtimes S R \neq P_{0}$.
(2) In order to understand better the second line of the table, on the one hand we have that left multiplication by SR gives:

$$
\mathrm{SR} \boxtimes \mathrm{P}(a, b \mid x, y)=\sum_{a_{1}, b_{1} \in\{0,1\}} \frac{1}{2} \mathbb{1}_{a_{1}=b_{1}} \times \mathrm{P}\left(a \oplus a_{1}, b \oplus b_{1} \mid a_{1} x, b_{1} y\right)
$$

where condition $a_{1}=b_{1}$ is equivalent to the case disjunction $\left(a_{1}=b_{1}=0\right) \vee\left(a_{1}=b_{1}=1\right)$, so that:

$$
=\frac{1}{2} \mathrm{P}(a, b \mid 0,0)+\frac{1}{2} \mathrm{P}(a \oplus 1, b \oplus 1 \mid x, y)
$$

for any arbitrary box $\mathrm{P} \in \mathcal{B}$. On the other hand, notice that $\operatorname{PR}(a, b \mid 0,0)=\frac{1}{2} \mathbb{1}_{a=b}=\operatorname{SR}(a, b \mid x, y)$, and similarly $\overline{\mathrm{PR}}(a, b \mid 0,0)=\frac{1}{2} \mathbb{1}_{a \neq b}=\mathrm{SR}(a, b \mid x, y)$. As a consequence, this gives a proof for the second line in the multiplication table.

Proposition III. 1 (Algebra of Boxes). The structure $(\mathcal{B},+, \cdot, \boxtimes)$ is a non-commutative and non-associative algebra. Moreover, the box $\mathrm{P}_{0}:=\mathbb{1}_{a=b=0}$ is a right identity for the operation $\boxtimes$.

Remark III.2. Non-associativity and non-commutativity are both primordial in what follows: it will allow us to enrich results given in [BS09], see Subsection III.(3).

Remark III. 3 (Further Properties). Denote $\overline{\mathrm{P}^{\boxtimes k}}$ the $k$-th right power $\mathrm{P}^{\boxtimes k}:=(((\mathrm{P} \boxtimes \mathrm{P}) \boxtimes \mathrm{P}) \cdots) \boxtimes \mathrm{P}$.
The algebra of boxes $(\mathcal{B},+, \cdot, \boxtimes)$ satisfies the following properties:

- No Jacobi Identity: $P \boxtimes(Q \boxtimes R)+Q \boxtimes(R \boxtimes P)+R \boxtimes(P \boxtimes Q) \neq 0$ for $P=Q=R=P R$.
- No Jordan Identity: $\left(P^{\boxtimes 2} \boxtimes Q\right) \boxtimes P \neq P^{\boxtimes 2} \boxtimes(Q \boxtimes P)$ for $P=P R$ and $Q=\overline{P R}$.
- No anticommutativity: $P \boxtimes Q \neq-Q \boxtimes P$ for $P=Q=P R$.
- No alternativity: $(P \boxtimes P) \boxtimes Q \neq P \boxtimes(P \boxtimes Q)$ for $P=S R$ and $Q=P R$.
- No flexibility: $\mathrm{P} \boxtimes(\mathrm{Q} \boxtimes \mathrm{P}) \neq(\mathrm{P} \boxtimes \mathrm{Q}) \boxtimes \mathrm{P}$ for $\mathrm{P}=\mathrm{PR}$ and $\mathrm{Q}=\overline{\mathrm{PR}}$.
- No power associativity: $\left(P^{\boxtimes 2}\right)^{\boxtimes 2}=(P \boxtimes P) \boxtimes(P \boxtimes P) \neq((P \boxtimes P) \boxtimes P) \boxtimes P=P^{\boxtimes 4}$ for $P=\overline{\mathrm{PR}}$.
- No power commutativity: $\mathrm{P}^{\boxtimes 3} \boxtimes \mathrm{P}^{\boxtimes 2} \neq \mathrm{P}^{\boxtimes 2} \boxtimes \mathrm{P}^{\boxtimes 3}$ for $\mathrm{P}=\overline{\mathrm{PR}}$.

So it can difficulty be assimilated to a well-known algebra.
Proof. From what proceeds, we already know that $(\mathcal{B},+, \cdot, \boxtimes)$ is a well-defined algebra and that the box $P_{0}$ is a right identity for the operation $\boxtimes$. Now, using Table III.(b), we observe that the multiplication $\boxtimes$ is non-commutative: $\mathrm{PR} \boxtimes \overline{\mathrm{SR}}=\overline{\mathrm{PR}} \neq \overline{\mathrm{SR}}=\overline{\mathrm{SR}} \boxtimes \mathrm{PR}$. In addition, we remark that $\boxtimes$ is non-associative since:

$$
\begin{aligned}
& \mathrm{PR} \boxtimes(\overline{\mathrm{PR}} \boxtimes \mathrm{PR})=\mathrm{PR} \boxtimes \frac{1}{2}(\overline{\mathrm{PR}}+\overline{\mathrm{SR}})=\frac{1}{2}(\overline{\mathrm{PR}}+\overline{\mathrm{PR}})=\overline{\mathrm{PR}}, \\
& (\mathrm{PR} \boxtimes \overline{\mathrm{PR}}) \boxtimes \mathrm{PR}=\overline{\mathrm{PR}} \boxtimes \mathrm{PR}=\frac{1}{2}(\overline{\mathrm{PR}}+\overline{\mathrm{SR}}) .
\end{aligned}
$$

Hence the result.

The Affine Plane $\mathcal{P}=\langle\mathrm{PR}, \mathrm{SR}, \overline{\mathrm{PR}}\rangle$. Now, in the 16 -dimensional vector space $\mathcal{B}$, let us consider the affine plane $\mathcal{P}=\langle\mathrm{PR}, \mathrm{SR}, \overline{\mathrm{PR}}\rangle$, parametrized by barycentric coordinates in terms of $\mathrm{PR}, \mathrm{SR}$ and $\overline{\mathrm{PR}}$ (which are non-aligned boxes of $\mathcal{B})$ :

$$
\mathrm{P}_{\xi, \gamma}:=\xi \mathrm{PR}+\gamma \mathrm{SR}+(1-\xi-\gamma) \overline{\mathrm{PR}},
$$

for $\gamma, \xi \in \mathbb{R}$. This affine plane $\mathcal{P}$ is particularly interesting since it contains both isotropic boxes (convex combinaisons of PR and $\overline{P R}$ ) and correlated boxes (convex combinaisons of PR and SR ). Moreover, we will see in the next lemma that this plane is stable under $\boxtimes$, which makes $\mathcal{P}$ being particularly outstanding. In addition, there is a natural map from $\mathcal{P}$ into the plane $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$, which for a given box P outputs its probability of winning at $\mathrm{CHSH}^{\prime}$ and CHSH in respectively abscissa and ordinate. This map is a bijection since since it is affine by (12) and the image of the affine basis $\{\mathrm{PR}, \mathrm{SR}, \overline{\mathrm{PR}}\}$ of $\mathcal{P}$ is also an affine basis (a set of three non-aligned points) of $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$. Due to this bijection, we will note make a difference between a box P in $\mathcal{P}$ and its image in the plane CHSH-CHSH'.

Recall that, given a box P , we can compute its CHSH wining probability with formula (3). We denote ( $x, y$ ) the cartesian coordinates of $\mathrm{P}_{\xi, \gamma}$ in the linear plane CHSH-CHSH'. We have $y=\mathbb{P}\left(\mathrm{P}_{\xi, \gamma}\right.$ wins at CHSH $)=$ $\xi \mathbb{P}(\mathrm{PR}$ wins at CHSH$)+\gamma \mathbb{P}(\mathrm{SR}$ wins at CHSH$)+(1-\xi-\gamma) \mathbb{P}(\overline{\mathrm{PR}}$ wins at CHSH$)=\xi+\frac{3}{4} \gamma$, and likewise $x=$ $\mathbb{P}\left(\mathrm{P}_{\xi, \gamma}\right.$ wins at $\left.\mathrm{CHSH}^{\prime}\right)=\frac{1}{2} \xi+\frac{3}{4} \gamma+\frac{1-\xi-\gamma}{2}=\frac{1}{2}+\frac{1}{4} \gamma$. It results the following change of coordinates between $\mathcal{P}$ and CHSH-CHSH ${ }^{\prime}$ :

$$
\left\{\begin{array} { l } 
{ x = \frac { 1 } { 2 } + \frac { 1 } { 4 } \gamma , }  \tag{12}\\
{ y = \xi + \frac { 3 } { 4 } \gamma , }
\end{array} \quad \Longleftrightarrow \quad \left\{\begin{array}{l}
\xi=\frac{3}{2}-3 x+y \\
\gamma=4 x-2
\end{array}\right.\right.
$$

We denote the corresponding coordinate change functions as $\operatorname{xyCoord}(\xi, \gamma)=(x, y)$ and $\operatorname{xigammaCoord}(x, y)=$ $(\xi, \gamma)$. In the next lemma, we will also consider $\mathrm{P}_{\alpha, \beta}$ with coefficients $\alpha, \beta \in \mathbb{R}$. Using these notations, we show the astonishing fact that the product $\boxtimes$ of two elements of $\mathcal{P}$ is again in $\mathcal{P}$ :

Lemma III. 4 ( $\mathcal{P}$ is stable under $\boxtimes) . ~ W e ~ h a v e ~ \mathrm{P}_{\xi, \gamma} \boxtimes \mathrm{P}_{\alpha, \beta}=\mathrm{P}_{\tilde{\xi}, \tilde{\gamma}} \in \mathcal{P}$, with $\tilde{\xi}, \tilde{\gamma}$ such that:

$$
\left\{\begin{array}{l}
\tilde{\xi}=\frac{1}{2}-\frac{\xi}{2}-\frac{\beta}{2}+\xi \alpha+\frac{3}{2} \xi \beta  \tag{13}\\
\tilde{\gamma}=\frac{1}{2}-\frac{\xi}{2}-\gamma-\alpha-\frac{\beta}{2}+\xi \alpha+\frac{\xi \beta}{2}+2 \gamma \alpha+2 \gamma \beta
\end{array}\right.
$$

Proof. By bilinearity of $\boxtimes$, we have:

$$
\begin{aligned}
\mathrm{P}_{\xi, \gamma} \boxtimes \mathrm{P}_{\alpha, \beta}= & \xi \alpha \mathrm{PR} \boxtimes \mathrm{PR}+\gamma \alpha \mathrm{SR} \boxtimes \mathrm{PR}+(1-\xi-\gamma) \alpha \overline{\mathrm{PR}} \boxtimes \mathrm{PR} \\
& +\xi \beta \mathrm{PR} \boxtimes \mathrm{SR}+\gamma \beta \mathrm{SR} \boxtimes \mathrm{SR}+(1-\xi-\gamma) \beta \overline{\mathrm{PR}} \boxtimes \mathrm{SR} \\
& +\xi(1-\alpha-\beta) \mathrm{PR} \boxtimes \overline{\mathrm{PR}}+\gamma(1-\alpha-\beta) \mathrm{SR} \boxtimes \overline{\mathrm{PR}}+(1-\xi-\gamma)(1-\alpha-\beta) \overline{\mathrm{PR}} \boxtimes \overline{\mathrm{PR}},
\end{aligned}
$$

and using Table III.(b), we have:

$$
\begin{aligned}
= & \xi \alpha \mathrm{PR}+\frac{\gamma \alpha}{2}[\mathrm{PR}+\mathrm{SR}]+\frac{\alpha-\xi \alpha-\gamma \alpha}{2}[\overline{\mathrm{PR}}+\overline{\mathrm{SR}}] \\
& +\xi \beta \mathrm{PR}+\gamma \beta \mathrm{SR}+(\beta-\xi \beta-\gamma \beta) \overline{\mathrm{PR}} \\
& +(\xi-\xi \alpha-\xi \beta) \overline{\mathrm{PR}}+\frac{\gamma-\gamma \alpha-\gamma \beta}{2}[\overline{\mathrm{PR}}+\overline{\mathrm{SR}}]+\frac{1-\alpha-\beta-\xi+\xi \alpha+\xi \beta-\gamma+\gamma \alpha+\gamma \beta}{2}[\mathrm{PR}+\mathrm{SR}],
\end{aligned}
$$

and then using the relation $\overline{\mathrm{SR}}:=\mathrm{PR}-\mathrm{SR}+\overline{\mathrm{PR}}$ and simplifying coefficients, we obtain:

$$
\begin{aligned}
= & {\left[\frac{1}{2}-\frac{\xi}{2}-\frac{\beta}{2}+\xi \alpha+\frac{3}{2} \xi \beta\right] \mathrm{PR}+\left[\frac{1}{2}-\frac{\xi}{2}-\gamma-\alpha-\frac{\beta}{2}+\xi \alpha+\frac{\xi \beta}{2}+2 \gamma \alpha+2 \gamma \beta\right] \mathrm{SR} } \\
& +[\xi+\gamma+\alpha+\beta-2 \xi \alpha-2 \xi \beta-2 \gamma \alpha-2 \gamma \beta] \overline{\mathrm{PR}} .
\end{aligned}
$$

We see that coefficients sum to 1 , so we well obtain that $\mathrm{P}_{\xi, \gamma} \boxtimes \mathrm{P}_{\alpha, \beta}$ produces a box of the form $\mathrm{P}_{\tilde{\xi}, \tilde{\gamma}}$ with $\tilde{\xi}$ and $\tilde{\gamma}$ satisfying equations (13).

Multiplication $\boxtimes$ on $\mathcal{P}$. This lemma induces a magma $(\mathcal{P}, \boxtimes)$, meaning that the set $\mathcal{P}=\langle\mathrm{PR}, \mathrm{SR}, \overline{\mathrm{PR}}\rangle$ is endowed with an inner multiplication $\boxtimes$ :

$$
\begin{equation*}
\binom{\xi}{\gamma} \boxtimes\binom{\alpha}{\beta}:=\binom{\frac{1}{2}-\frac{\xi}{2}-\frac{\beta}{2}+\xi \alpha+\frac{3}{2} \xi \beta}{\frac{1}{2}-\frac{\xi}{2}-\gamma-\alpha-\frac{\beta}{2}+\xi \alpha+\frac{\xi \beta}{2}+2 \gamma \alpha+2 \gamma \beta}, \tag{14}
\end{equation*}
$$

where we represented the box $\mathrm{P}_{\xi, \gamma}=\xi \mathrm{PR}+\gamma \mathrm{SR}+(1-\xi-\gamma) \overline{\mathrm{PR}}$ in the vector-like style $\binom{\xi}{\gamma}$ for the sake of clarity. In this magma, contrary to the case of the algebra $(\mathcal{B},+, \cdot, \boxtimes), \mathrm{SR}$ is a right identity : taking $\alpha=0$ and $\beta=1$, we have $\binom{\xi}{\gamma} \boxtimes \mathrm{SR}=\binom{\xi}{\gamma}$. In addition, using the same examples as in the proof of Proposition III. 1 , we can see that this magma is non-commutative and non-associative. Furthermore, if we have two points A and $B$ in the plane CHSH-CHSH ${ }^{\prime}$, we may define $A \boxtimes_{C H S H} B:=\operatorname{xyCoord}(x i g a m m a C o o r d(A) \boxtimes$ xigammaCoord $(B))$. When the situation is not ambiguous, we will omit the indice of $\boxtimes_{\text {CHSH }}$ to simply write $\boxtimes$ instead.

## III.(2) Link with Previous Results

Let us restate results from [BS09] in terms of the algebra we have just defined.
Orbit of a Box. Starting from a non-signalling box P , we define a sequence of boxes $\left(\mathrm{P}_{k}\right)_{k}$ such that $\mathrm{P}_{1}:=\mathrm{P}$ and $\mathrm{P}_{k}:=\mathrm{P}_{k-1} \boxtimes \mathrm{P}_{k-1}$ for all $k \geq 2$. We then introduce the orbit of P as the following set:

$$
\operatorname{OrbitBS09}(\mathrm{P}):=\left\{\mathrm{P}_{k}\right\}_{k \geq 1}
$$

Given an arbitrary large number of copies of the box $P$, there exists a process for building the box $\mathrm{P}_{k}$ by setting classical wirings between these copies of P. Notice that this process does not increase communication complexity because Alice and Bod do not exchange bits, they just wire some boxes in a certain smart way. This is the reason why it is enough to show that $\operatorname{OrbitBSO9}(\mathrm{P})$ intersects the trivial area found by [BBL+06] in order to obtain that P is a trivial box (see the graphic below). This is the idea of Brunner and Skrzypczyk behind their article [BS09]. Such a protocol is called distillation protocol. An orbit could be drawn as follows:


Graphic III.(c) - The black dots represent the first 5 elements of OrbitBSO9(P), where $\mathrm{P}_{0}$ is the point on the right and the following $\mathrm{P}_{k}$ 's are going toward the left side as $k$ grows. The red part represent the set of quantum correlations, the blue one represent the set of postquantum correlations, and the shaded gray part is the area on which we know that communication complexity is trivial [ $\left.\mathrm{BBL}^{+} 06\right]$. Here we took P such that $x=0.65$ and $y=0.841$ in the CHSHCHSH ${ }^{\prime}$ plane.

Correlated Boxes are Trivial. In particular, using this process, they managed to show that precisely all correlated boxes are trivial boxes (except for the end point SR ): computing $p$-corNLB $\boxtimes p$-corNLB, they obtained a $\tilde{p}$-corNLB box such that $\tilde{p}>p$. This way, they distill any correlated box until reached the trivial ara from $\left[\mathrm{BBL}^{+} 06\right]$, which shows that those correlated boxes are trivial boxes. Besides, using a similar technique, they managed to numerically draw a wider region on which communication complexity is trivial as well:


Figure III.(d) - The dark blue area is the contribution of [BS09, Figure 4] (this is the original graphic). It is a region of trivial boxes, and it was numerically drawn.

## III.(3) Richer Notion of Orbit

Using the same type of reasoning as in [BS09], let us widen their trivial area.
Orbit of order $k$. Our idea is to enrich the notion of orbit that we have just introduced hereinabove. To do so, given a non-signalling box P , we first define its orbit of order $k$ as the following set:

$$
\operatorname{Orbit}_{k}(\mathrm{P}):=\{\text { products of } k \text { times } \mathrm{P} \text { for any parenthesization }\}
$$

For instance, the orbit of respective order three and four are:

$$
\begin{aligned}
\operatorname{Orbit}_{3}(P)= & \{P \boxtimes(P \boxtimes P),(P \boxtimes P) \boxtimes P\} \\
\operatorname{Orbit}_{4}(P)= & \{P \boxtimes(P \boxtimes(P \boxtimes P)), P \boxtimes((P \boxtimes P) \boxtimes P), \\
& (P \boxtimes(P \boxtimes P)) \boxtimes P,((P \boxtimes P) \boxtimes P) \boxtimes P, \\
& (P \boxtimes P) \boxtimes(P \boxtimes P)\} \\
= & P \boxtimes \operatorname{Orbit}_{3}(P) \bigcup \operatorname{Orbit}_{3}(P) \boxtimes P \bigcup\{(P \boxtimes P) \boxtimes(P \boxtimes P)\} .
\end{aligned}
$$

Remark III. 5 (Catalan Number). Note that the size of the set $\operatorname{Orbit}_{k}(\mathrm{P})$ corresponds to the number of parenthesizations of $k$ terms. This number is called Catalan number, it is denoted $C_{k}$ and it grows exponentially fast:

$$
C_{k}=\frac{1}{k+1}\binom{2 k}{k}=\frac{(2 k)!}{(k+1)!k!}=\prod_{i=2}^{k} \frac{k+i}{i}
$$

Enriched Orbit. Then, we define a new notion of orbit, by taking the union of the orbits of order $k$ :

$$
\operatorname{Orbit}(\mathrm{P}):=\bigcup_{k \geq 1} \operatorname{Orbit}_{k}(\mathrm{P})
$$

As compared to the previous notion of orbit, this one is way richer in the sense that:

$$
\operatorname{OrbitBSO9}(\mathrm{P}) \subsetneq \bigcup_{k \geq 0} \operatorname{Orbit}_{2^{k}}(\mathrm{P}) \subsetneq \operatorname{Orbit}(\mathrm{P})
$$

To this point, we may think that this generalized orbit could help to enlarge the trivial area found in Figure III.(d), and we will see in Theorem III. 9 that it is well the case. Here is what an orbit looks like:


Graphic III.(e) - We took Graphic III.(c) and we added our new orbit Orbit(P). Here we drawn $\operatorname{Orbit}_{k}(\mathrm{P})$ for $k=1, \ldots, 12$, and the colour goes from blue to red as $k$ increases. We observe that OrbitBSO9(P) (drawn in black) is well included in Orbit(P), but that the latter is much richer, as explained above. Again, here we took P such that $x=0.65$ and $y=0.841$ in the CHSH-CHSH' plane.

Conjectures. In view of such a graphic, we might conceive that the following conjectures hold:
(I) The new notion Orbit (P) allows to find new trivial boxes.
(II) Let $k \geq 3$ be an integer. Then the points of $\operatorname{Orbit}_{k}(\mathrm{P})$ are aligned on a line $\mathcal{L}_{k}$.
(III) Assuming the previous conjecture, lines $\mathcal{L}_{k}$ and $\mathcal{L}_{\ell}$ are parallel for any $k, \ell \geq 3$. More precisely, each line $\mathcal{L}_{k}$ is parallel to the diagonal $\mathcal{L}_{D}$ of the blue triangle.
(IV) For fixed $k$, we denote $\mathrm{P}_{\text {max }, k}$ the highest point of $\operatorname{Orbit}_{k}(\mathrm{P})$. Then the union of the $\mathrm{P}_{\text {max, }} k$ 's form a discretized parabola.

In what follows, we will put to the test the veracity of those statements. Be careful: one might think that the first one is obvious as a consequence of the last graphic, but we will see in next subsection that there is a subtlety to check.

## III.(4) Testing the Conjectures

As before, let $P \in \mathcal{B}$ be a non-signalling box. We will show our results in an easy case, for we will see later that it is enough to restrict our study in this way. We consider the lightened orbit of order $k$ defined recursively as:

$$
\widetilde{\operatorname{Orbit}}_{k}(\mathrm{P}):=\mathrm{P} \boxtimes{\widetilde{\operatorname{Orbit}_{k-1}}}^{(\mathrm{P}) \bigcup \widetilde{\mathrm{Orbit}}_{k-1}(\mathrm{P}) \boxtimes \mathrm{P}, ~}
$$

for $k \geq 2$, where the initialization is $\widetilde{\operatorname{Orbit}}_{1}(\mathrm{P}):=\{\mathrm{P}\}$. We have that $\widetilde{\operatorname{Orbit}}_{k}(\mathrm{P}) \subseteq \operatorname{Orbit}_{k}(\mathrm{P})$, but this is (generally) a strict inclusion for $k \geq 4$. For example, the box $(P \boxtimes P) \boxtimes(P \boxtimes P)$ belongs to $\operatorname{Orbit}_{4}(\mathrm{P})$ whereas it does not belong to $\widetilde{\text { Orbit }}_{4}(\mathrm{P})$.
Conjecture 1 holds. We name triv ${ }_{\text {BBLMTU }}$ the trivial area found in $\left[\mathrm{BBL}^{+} 06\right]$, drawn in gray in previous diagrams, which is the half-plane above the horizontal line of equation $y=\frac{3+\sqrt{6}}{6} \approx 0.91$. Similarly, we name $\operatorname{triv}_{\mathrm{BS} 09}$ the trivial area found in [BS09], represented in dark blue in their diagram Figure III.(d). As triv ${ }_{\text {BS09 }}$ was numerically determined, we do not have an analytic expression of this trivial area and we need to be careful when comparing this region and our new trivial region.

A first step that the authors Brunner and Skrzypczyk can do to determine triv $\mathrm{BSO}_{\mathrm{BS}}$ is to figure out all the starting boxes P such that OrbitBS09(P) intersects triv ${ }_{\text {BBLmtu }}$. Recall that if a box Q of the orbit of P is trivial, then $P$ is as well trivial because using the operation $\boxtimes$ many times on copies of $P$ does not increase communication complexity. Hence, those boxes P form a trivial area $\mathcal{T}$. But then, it is possible that triv ${ }_{\text {BS09 }}$ is much larger than $\mathcal{T}$. Indeed, the author can apply the same reasoning to $\mathcal{T}$ instead of triv bblmtu: all boxes P such that OrbitBS09(P) intersects $\mathcal{T}$ are trivial. This gives another trivial area $\mathcal{T}^{\prime}$, and it provides a trivial area $\mathcal{T} \cup \mathcal{T}^{\prime}$ that may be strictly larger than $\mathcal{T}$. But actually, we show that it is not the case, and that $\operatorname{triv}_{\mathrm{BS} 09}$ is in fact $\mathcal{T}$ :

Proposition III. 6 (Expression of $\operatorname{triv}_{\mathrm{BS} 09}$ ). We have:

$$
\begin{equation*}
\operatorname{triv}_{\mathrm{BS} 09}=\left\{\mathrm{P} \in \mathcal{N S}: \text { OrbitBS09(P) } \cap \operatorname{triv}_{\text {BBLMTU }} \neq \emptyset\right\} \tag{15}
\end{equation*}
$$

Proof. The particularity of OrbitBS09 is that $\operatorname{OrbitBSO9}(\mathrm{P})=\{\mathrm{P}\} \cup \operatorname{OrbitBS09}(\mathrm{P} \boxtimes \mathrm{P})$, so it yields by induction:

$$
\forall \mathrm{Q} \in \operatorname{OrbitBS09(P),\quad \text {OrbitBS09(P)}\supseteq \operatorname {OrbitBS09(Q).~}}
$$

Now, if we start with a non-signalling box $P$ such that OrbitBS09(P) does not intersect triv ${ }_{\text {Bblutu }}$, then due to the above inclusion we have that $\operatorname{OrbitBSO9}(\mathrm{Q})$ does not intersect triv BBLmTU neither for any $\mathrm{Q} \in$ OrbitBS09(P). As a consequence, none of the points outside of $\mathcal{T}$ can have an orbit intersecting $\mathcal{T}$. Therefore $\mathcal{T}^{\prime} \subseteq \mathcal{T}$ and $\mathcal{T}=\operatorname{tri}^{\text {BS09 }}$, which rewrites in (15).

Lemma III. 7 (Local Correlations). Consider a box P in the affine place $\mathcal{P} \subseteq \mathcal{B}$, and recall that the notation $\mathcal{L} \subseteq \mathcal{B}$ designates the subset of local correlations. We denote $\operatorname{xyCoord}(\mathrm{P})$ and $\operatorname{xyCoord}(\mathcal{L})$ their respective projection into the $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$ plane. If $\operatorname{xyCoord}(\mathrm{P}) \in \operatorname{xyCoord}(\mathcal{L})$, then $\mathrm{P} \in \mathcal{L}$.

Remark III.8. This lemma is not obvious. For instance, we know that the extremal point $\mathrm{P}_{\mathrm{NL}}^{0,1,0}$ of the polytope $\mathcal{N S}$ is projected to the point $\left(\frac{1}{2}, \frac{1}{2}\right)$, which is the center of the square of local correlations in the CHSH-CHSH ${ }^{\prime}$ plane, although it is highly non-local since this box is not even a quantum correlation...

Proof. We know that $\mathcal{L}$ is convex polytope of $\mathcal{B}$, so its intersection $\mathcal{L} \cap \mathcal{P}$ with the affine plane $\mathcal{P}$ is a convex polygon, which can be written as the convex hull of some $\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{n} \in \mathcal{L} \cap \mathcal{P}$. Write $\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}$ their respective projections onto the CHSH-CHSH ${ }^{\prime}$ plane. As xyCoord is a affine bijection (see page 22), it preserves barycenters, so xyCoord $(\mathcal{L} \cap \mathcal{P})$ is precisely the convex hull of $\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}$, and we have:

$$
\begin{aligned}
& \mathrm{P} \in \mathcal{L} \cap \mathcal{P}=\text { ConvHull }\left\{\mathrm{Q}_{1}, \ldots, \mathrm{Q}_{n}\right\} \\
& \\
& \quad \Longleftrightarrow \quad \operatorname{xyCoord}(\mathrm{P}) \in \operatorname{ConvHull}\left\{\mathrm{A}_{1}, \ldots, \mathrm{~A}_{n}\right\}=\operatorname{xyCoord}(\mathcal{L} \cap \mathcal{P}) \stackrel{\text { by bij. }}{=} \quad \operatorname{xyCoord}(\mathcal{L}) \cap \operatorname{xyCoord}(\mathcal{P})
\end{aligned}
$$

But $P \in \mathcal{P}$ by assumption, so $\operatorname{xyCoord}(P) \in \operatorname{xyCoord}(\mathcal{P})$ and the wanted implication yields (with its converse).
|| Theorem III. 9 (Conjecture 1 holds). $\widetilde{\text { Orbit gives rise to new trivial boxes. }}$
Proof. The intuition behind this proof is based on Graphic III.(e). As in the graphic, we consider the strating box $\mathrm{P} \in \mathcal{P}$ with coordinates $(0.65,0.841)$ in the CHSH-CHSH' plane. Recall the notation $\mathrm{P}^{\boxtimes k}:=$ $(((P \boxtimes P) \boxtimes P) \cdots) \boxtimes P$. On the one hand, we see that for instance the element $P^{\boxtimes 8}$ of $\widetilde{\operatorname{Orbit}}(P) \subseteq \operatorname{Orbit}(P)$ is in triv BBLMTU, since $\mathrm{P}^{\boxtimes 8}$ has ordinate $\approx 0.911>0.908 \approx \frac{3+\sqrt{6}}{6}$.
On the other hand, it remains to verify that $\mathrm{P} \notin \operatorname{triv}_{\mathrm{BS} 09}$. By Proposition III.6, it suffices to show that OrbitBS09(P) does not intersect trivbblmtu. We take again notations from page 23 . None of the points $\mathrm{P}_{1}, \ldots, \mathrm{P}_{9}$ are in the trivial region triv ${ }_{\text {BBLMTU }}$. Moreover, the point $\mathrm{P}_{10}$ has $(x, y)$-coordinates $\approx(0.50,0.50)$, so it lies in the convex hull of SR and $\frac{1}{4}$-isoNLB and $\overline{S R}$ and $\frac{3}{4}$-isoNLB when projected in the CHSH-CHSH' plane. But those four boxes are local correlations, so $\operatorname{xyCoord}\left(\mathrm{P}_{10}\right) \in \operatorname{xyCoord}(\mathcal{L})$ and by the previous lemma we obtain that $P_{10}$ is local. Now, since the set $\mathcal{L}$ is closed under wirings $[A B L+09]$, we have that all $P_{k}$ must as well belong $\mathcal{L}$ for $k \geq 10$, and therefore they will never reach the trivial area $\operatorname{triv}_{\text {BbLmte }}$. This shows that
the starting box P could not be proved to be trivial using uniquely the protocols from $[\mathrm{BSO9}]$ and $\left[\mathrm{BBL}^{+} 06\right]$. Hence $P$ is a new trivial box.

Conjectures 2 and 3 hold. Conjectures 2 and 3 were about alignement and parallelism of the Orbit $_{k}(\mathrm{P})$ 's. Let us show the result in the easier case of $\widetilde{\mathrm{Orbit}}_{k}(\mathrm{P})$ :

Proposition III. 10 (Conjectures 2 and 3 hold). For all $k \geq 3$, points of ${\widetilde{\operatorname{Orbit}_{k}}}_{(\mathrm{P})}$ are aligned on a line $\mathcal{L}_{k}$ that is parallel to the diagonal $\mathcal{L}_{D}$ of the blue triangle.

Remark III.11. Similarly, we will denote $\mathcal{L}_{1}$ (resp. $\mathcal{L}_{2}$ ) the line passing through the only element of $\widetilde{\text { Orbit }}_{1}(\mathrm{P})$ (resp. $\left.\widetilde{\mathrm{Orbit}}_{2}(\mathrm{P})\right)$ and that is parallel to the diagonal $\mathcal{L}_{D}$.
Remark III.12. By abusing the notation, we will not make a different between a box $P$ in the affine plane $\mathcal{P}$ and its projection into the $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$ plane. Indeed, we can assimilate them because we saw that the change of coordinate maps are affine bijections, see (12), and we know that affine transformations preserve alignement and parallelism.

Lemma III. 13 (Parallelism). Consider four points $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}$ such that $\langle\mathrm{A}, \mathrm{B}\rangle \|\langle\mathrm{C}, \mathrm{D}\rangle$, where $\langle\mathrm{A}, \mathrm{B}\rangle$ denotes the line passing through A and B and "\|" means "is parallel to". Then $\langle\mathrm{A} \boxtimes \mathrm{P}, \mathrm{B} \boxtimes \mathrm{P}\rangle \|\langle\mathrm{C} \boxtimes \mathrm{P}, \mathrm{D} \boxtimes \mathrm{P}\rangle$ and $\langle\mathrm{P} \boxtimes \mathrm{A}, \mathrm{P} \boxtimes \mathrm{B}\rangle \|\langle\mathrm{P} \boxtimes \mathrm{C}, \mathrm{P} \boxtimes \mathrm{D}\rangle$.

Proof. It suffices to notice that the maps $\mathrm{X} \mapsto \mathrm{X} \boxtimes \mathrm{P}$ and $\mathrm{X} \mapsto \mathrm{P} \boxtimes \mathrm{X}$ are affine, so that they preserve parallelism. Denoting $\mathrm{P}=\binom{p_{1}}{p_{2}}$ and $\mathrm{X}=\binom{x}{y}$ in the barycentric coordinate system $\binom{\xi}{\gamma}$ of $\mathcal{P}$, we have:

$$
\begin{aligned}
& \mathrm{X} \boxtimes \mathrm{P}=\binom{\frac{1}{2}-\frac{p_{2}}{2}}{\frac{1}{2}-p_{1}-\frac{p_{2}}{2}}+\left(\begin{array}{cc}
\frac{1}{2}+p_{1}+\frac{3}{2} p_{2} & 0 \\
-\frac{1}{2}+p_{1}+\frac{p_{2}}{2} & -1+2 p_{1}+2 p_{2}
\end{array}\right)\binom{x}{y}, \\
& \mathrm{P} \boxtimes \mathrm{X}=\binom{\frac{1}{2}-\frac{p_{1}}{2}}{\frac{1}{2}-\frac{p_{1}}{2}-p 1}+\left(\begin{array}{cc}
p_{1} & -\frac{1}{2}+\frac{3}{2} p_{1} \\
-1+p_{1}+2 p_{2} & -\frac{1}{2}+\frac{p_{1}}{2}+2 p_{2}
\end{array}\right)\binom{x}{y},
\end{aligned}
$$

which are both affine as a sum of a translation and a linear map.

Remark III.14. Hence, the map $\mathrm{X} \mapsto \mathrm{X} \boxtimes \mathrm{P}$ is injective (and therefore bijective) if, and only if, the determinant of the matrix is not null, if, and only if, $\frac{1}{2}+p_{1}+\frac{3}{2} p_{2} \neq 0$ and $-1+2 p_{1}+2 p_{2} \neq 0$.

Lemma III. 15 (Alignement). Consider three points A, B, C that are aligned. Then, (1) after right multiplication by P , the points $\mathrm{A} \boxtimes \mathrm{P}, \mathrm{B} \boxtimes \mathrm{P}, \mathrm{C} \boxtimes \mathrm{P}$ are aligned on a line $\mathcal{L}$. (2) Similarly after left multiplication: $\mathrm{P} \boxtimes \mathrm{A}, \mathrm{P} \boxtimes \mathrm{B}, \mathrm{P} \boxtimes \mathrm{C}$ are aligned on a line $\mathcal{L}^{\prime}$. (3) If in addition the line $\langle\mathrm{A}, \mathrm{B}\rangle$ is parallel to the diagonal $\mathcal{L}_{D}$, then $\mathcal{L}=\mathcal{L}^{\prime}$, meaning that the previous six points are all aligned on a same line $\mathcal{L}$. Moreover, the line $\mathcal{L}$ is parallel to the line $\mathcal{L}_{D}$.

Proof. Assertions (1) and (2) follow directly from the fact that the maps $\mathrm{X} \mapsto \mathrm{X} \boxtimes \mathrm{P}$ and $\mathrm{X} \mapsto \mathrm{P} \boxtimes \mathrm{X}$ are affine, see previous proof. Let us prove (3). Supposing that A and B are distinct points of the linear plane CHSH-CHSH ${ }^{\prime}$, the assumption $\langle\mathrm{A}, \mathrm{B}\rangle \| \mathcal{L}_{D}$ means that the slopes of those two lines are the same. So if we write $\mathrm{A}=\left(a_{1}, a_{2}\right)$ and $\mathrm{B}=\left(b_{1}, b_{2}\right)$ in the cartesian coordinate system $(x, y)$ of $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$, we must have $\frac{a_{2}-b_{2}}{a_{1}-b_{1}}=-1$, that is $b_{2}=a_{1}+a_{2}-b_{1}$. Recall that the operation $\boxtimes$ was defined in $\mathcal{P}$, see (14), and that we applied the coordinate change maps (12) to define its equivalent operation $\boxtimes_{\text {CHSH }}$ in $\mathrm{CHSH}-\mathrm{CHSH}^{\prime}$. Now, writing $\mathrm{A}=\left(a_{1}, a_{2}\right)$ and $\mathrm{B}=\left(b_{1}, a_{1}+a_{2}-b_{1}\right)$ and $\mathrm{P}=\left(p_{1}, p_{2}\right)$ in the $(x, y)$-coordinates, we interpolate the points $\mathrm{A} \boxtimes_{\text {CHSH }} \mathrm{P}$ and $\mathrm{B} \boxtimes_{\text {CHSH }} \mathrm{P}$ in order to figure out the equation of the line $\mathcal{L}$ passing through them, and we obtain:

$$
\begin{equation*}
\mathcal{L}: \quad x+y=1+2\left(a_{1}+a_{2}-1\right)\left(-1+p_{1}+p_{2}\right) \tag{16}
\end{equation*}
$$

Note that this equation implies that the slope of $\mathcal{L}$ is -1 , the same as $\mathcal{L}_{D}$ 's one, which tells us right away that $\mathcal{L}$ is parallel to $\mathcal{L}_{D}$. Finally, in order to show that $\mathcal{L}=\mathcal{L}^{\prime}$, it suffices to check that both point $\mathrm{P} \boxtimes_{\text {CHSH }} \mathrm{A}$ and $P \boxtimes_{\text {CHSH }} B$ satisfies the above equation. It is well the case for $P \boxtimes_{\text {CHSH }} A$ (and therefore for $P \boxtimes_{\text {CHSH }} B$ by symmetry of the problem) because:

$$
\mathrm{P} \boxtimes_{\mathrm{CHSH}} \mathrm{~A}=\frac{1}{8}\binom{12-16 p_{1}+a_{1}\left(-9+22 p_{1}-2 p_{2}\right)+a_{2}\left(-7+10 p_{1}+2 p_{2}\right)}{12-16 p_{2}+a_{1}\left(-7-6 p_{1}+18 p_{2}\right)+a_{2}\left(-9+6 p_{1}+14 p_{2}\right)}
$$

Hence $\mathcal{L}=\mathcal{L}^{\prime}$, which concludes the proof.

Proof. (Proposition III.10). We proceed by induction on the order $k$ of the orbit $\widetilde{\operatorname{Orbit}}_{k}(\mathrm{P})$. We have that $\widetilde{\text { Orbit }}_{3}(P)$ contains at most two elements, namely $A=P \boxtimes(P \boxtimes P)$ and $B=(P \boxtimes P) \boxtimes P$. If this orbit contains only one element, by convention we take $\mathcal{L}_{3}$ to be the line passing through this point and that is parallel to the diagonal $\mathcal{L}_{D}$. Otherwise, we obviously have that A and B are aligned on a line $\mathcal{L}_{3}$, and it remains to show that $\mathcal{L}_{3} \| \mathcal{L}_{D}$. As in previous proof, it suffices to show that the slope is -1 , i.e. that $a_{1}+a_{2}=b_{1}+b_{2}$, and it is the case since:

$$
\begin{aligned}
\mathrm{A} & =\frac{1}{4}\binom{1+10 p_{1}^{3}+3 p_{2}-4 p_{2}^{2}+p_{1}^{2}\left(-13+21 p_{2}\right)+2 p_{1}\left(3-8 p_{2}+6 p_{2}^{2}\right)}{-1+6 p_{1}^{3}+9 p_{2}-20 p_{2}^{2}+16 p_{2}^{3}+p_{1}^{2}\left(-11+27 p_{2}\right)+p_{1}\left(6-32 p_{2}+36 p_{2}^{2}\right)} \\
\mathrm{B} & =\frac{1}{4}\binom{1+4 p_{1}^{3}+2 p_{2}-3 p_{2}^{2}+4 p_{1}^{2}\left(-1+3 p_{2}\right)+p_{1}\left(3-8 p_{2}+9 p_{2}^{2}\right)}{-1+12 p_{1}^{3}+10 p_{2}-21 p_{2}^{2}+16 p_{2}^{3}+4 p_{1}^{2}\left(-5+9 p_{2}\right)+p_{1}\left(9-40 p_{2}+39 p_{2}^{2}\right)}
\end{aligned}
$$

where $\mathrm{P}=\left(p_{1}, p_{2}\right)$, in the $(x, y)$-coordinates. Hence initialization is done.
Now, suppose the result holds until some $k \geq 3$. Again, if $\widetilde{\operatorname{Orbit}}_{k+1}(\mathrm{P})$ contains only one element, we make a similar convention for $\mathcal{L}_{k+1}$ as before. Otherwise, by the Alignement Lemma applied to A, B, C any elements of $\widetilde{\operatorname{Orbit}}_{k}(\mathrm{P})$, we well have that the points of $\widetilde{\operatorname{Orbit}}_{k+1}(\mathrm{P})$ are aligned on some line $\mathcal{L}_{k+1}$ that is parallel to $\mathcal{L}_{D}$. In addition, applying the Parallelism Lemma to the two lines $\mathcal{L}_{k-1} \| \mathcal{L}_{k}$ (they are parallel by transitivity because each of them is parallel to $\mathcal{L}_{D}$ ), we have $\mathcal{L}_{k-1} \boxtimes \mathrm{P} \| \mathcal{L}_{k} \boxtimes \mathrm{P}$, which means $\mathcal{L}_{k} \| \mathcal{L}_{k+1}$. Therefore, again by transitivity we have that $\mathcal{L}_{k+1}$ is parallel to the diagonal $\mathcal{L}_{D}$, which ends the proof.

Conjecture 4 does not hold. Counterintuitively, the $\mathrm{P}_{\max , k}$ 's do not form a parabola, and more generally they do not even belong to a polynomial curve of degree $\leq 5$. Indeed, here is a graphin obtained by interpolating the $\mathrm{P}_{\text {max }, k}$ 's for $k=1, \ldots, 6$ :


Graphic III.(f) - Polynomial interpolation of the $\mathrm{P}_{\max , k}$ fails. The graph on the right is a zoom of the one on the left.

As well, we tried an approach using sin and cos functions but it failed to fit the curve.

## III.(5) Expression of $\mathrm{P}_{\text {max }, k}$

We define $\mathrm{P}_{\text {max }}, k$ as the highest point of $\widetilde{\text { Orbit }}_{k}(\mathrm{P})$, "highest" in the sense of having the largest ordinate in the $(x, y)$-coordinates. Numerically, we can observe that the $\mathrm{P}_{\max , k}$ 's seem as well to be the highest points of the much larger $\operatorname{Orbit}_{k}(\mathrm{P})$, but the proof is more challenging. This is the reason why it is not a big deal to restrict our study to $\widetilde{\text { Orbit }}_{k}(\mathrm{P})$. Those highest points are particularly interesting since one of the orbit points that reaches the trivial area (when it occurs) is of the form $\mathrm{P}_{\max , k}$. By symmetry of the diagram, we will restrict our study to the up-right part of the graph, defined in the $(x, y)$-coordinates by:

$$
\mathcal{A}:=\left(\left[\frac{1}{2}, \frac{3}{4}\right] \times\left[\frac{3}{4}, 1\right]\right) \cap \mathcal{N S} \subseteq \text { CHSH-CHSH }{ }^{\prime} \text { plane. }
$$

Theorem III. 16 (Expression of $\mathrm{P}_{\max , k}$ ). For any $k \geq 1$ and any box $\mathrm{P} \in \mathcal{A}$, the point $\mathrm{P}_{\max , k}$ is the $k$-times product on the right of P :

$$
\mathrm{P}_{\max , k}=(((\mathrm{P} \boxtimes \mathrm{P}) \boxtimes \mathrm{P}) \cdots) \boxtimes \mathrm{P}=: \quad \mathrm{P}^{\boxtimes k}
$$

Lemma III. 17 (Multiplication by P preserves the height order). Let $\mathrm{P} \in \mathcal{A}$, and let $\mathrm{Q}, \mathrm{R} \in \mathcal{B}$ such that the line $\langle\mathrm{Q}, \mathrm{R}\rangle$ is parallel to the diagonal $\mathcal{L}_{D}$. If $\operatorname{Ordinate}(\mathrm{Q}) \leq \operatorname{Ordinate}(\mathrm{R})$, then:

$$
\text { Ordinate }(Q \boxtimes P) \leq \operatorname{Ordinate}(R \boxtimes P) \quad \text { and } \quad \operatorname{Ordinate}(P \boxtimes Q) \leq \operatorname{Ordinate}(P \boxtimes R) .
$$

Proof. Write $\mathrm{P}=\binom{p_{1}}{p_{2}}$ and $\mathrm{Q}=\binom{q_{1}}{q_{2}}$ and $\mathrm{R}=\binom{r_{1}}{r_{2}}$ in the $(x, y)$-coordinates. By the parallelism assumption, the slope of the line $\langle\mathbf{Q}, \mathrm{R}\rangle$ must be -1 , so $q_{1}+q_{2}=r_{1}+r_{2}$ and therefore we may write $\mathrm{R}=\left(r_{1}, q_{1}+q_{2}-r_{1}\right)$. After simplification, we have:

$$
\begin{aligned}
& \text { Ordinate }(\mathrm{R} \boxtimes \mathrm{P})-\operatorname{Ordinate}(\mathrm{Q} \boxtimes \mathrm{P})=\left(-2+3 p_{1}+p_{2}\right)\left(q_{1}-r_{1}\right) . \\
& \text { Ordinate }(\mathrm{P} \boxtimes \mathrm{R})-\operatorname{Ordinate}(\mathrm{P} \boxtimes \mathrm{Q})=\frac{1}{4}\left(-1+6 p_{1}-2 p_{2}\right)\left(q_{1}-r_{1}\right) .
\end{aligned}
$$

Let us check that the first product is $\geq 0$, and it is similar for the second one. On the one hand, as $\mathrm{P} \in \mathcal{A}$, we have $p_{1} \geq \frac{1}{2}$ and $p_{2} \geq \frac{3}{4}$, so the first factor is $\geq \frac{1}{4} \geq 0$. On the other hand, by the parallelism assumption, the second factor is actually $r_{2}-q_{2}$, which is $\geq 0$ if $\operatorname{Ordinate}(\mathrm{Q}) \leq \operatorname{Ordinate}(\mathrm{R})$.

Lemma III. 18 (Lines move to the left). The distance between the line $\mathcal{L}_{k}$ and the diagonal $\mathcal{L}_{D}$ increases as $k$ increases, and it is bounded:

$$
k \leq \ell \quad \Longrightarrow \quad d\left(\mathcal{L}_{1}, \mathcal{L}_{D}\right) \leq d\left(\mathcal{L}_{k}, \mathcal{L}_{D}\right) \leq d\left(\mathcal{L}_{\ell}, \mathcal{L}_{D}\right)<d\left(\mathcal{L}_{\infty}, \mathcal{L}_{D}\right),
$$

where $\mathcal{L}_{\infty}: x+y=1$ is the line passing through $\left(\frac{1}{2}, \frac{1}{2}\right)$ and that is parallel to $\mathcal{L}_{D}$.
Remark III.19. By construction in Proposition III.10, recall that the line $\mathcal{L}_{k}$ must intersect the set $\mathcal{N S}$ of non-signalling correlations. Hence, the fact that $d\left(\mathcal{L}_{k}, \mathcal{L}_{D}\right)$ increases as $k$ increases is equivalent to saying " $\mathcal{L}_{k}$ goes to the left" and not "to the right" as $k$ increases.
Proof. Let $\mathrm{P} \in \mathcal{A}$ and write $\mathrm{P}=\left(p_{1}, p_{2}\right)$ in the $(x, y)$-coordinates. First, we prove the last inequality by induction on $\ell \geq 1$. As $\mathcal{L}_{1} \| \mathcal{L}_{\infty}$, it suffices to show that the $y$-intercept of $\mathcal{L}_{1}$ is greater than the one of $\mathcal{L}_{\infty}$, i.e. that $p_{1}+p_{2}>1$. But $\mathrm{P} \in \mathcal{A}$ gives $p_{1} \geq \frac{1}{2}$ and $p_{2} \geq \frac{3}{4}$ so that $p_{1}+p_{2} \geq \frac{5}{4}>1$. Now, suppose that the inequality holds for some $\ell \geq 1$. Let $\mathrm{A}=\left(a_{1}, a_{2}\right) \in \mathcal{L}_{\ell}$, which satisfies by assumption $a_{1}+a_{2}>1$. In equation (16) from Lemma III.15, we saw that the equation of the line passing through $\mathrm{A} \boxtimes \mathrm{P}$ and that is parallel to $\mathcal{L}_{D}$ is:

$$
\begin{equation*}
\mathcal{L}_{\ell+1}: \quad x+y=1+2 \underbrace{\left(a_{1}+a_{2}-1\right)}_{>0} \underbrace{\left(-1+p_{1}+p_{2}\right)}_{>0}>1 . \tag{17}
\end{equation*}
$$

Hence $d\left(\mathcal{L}_{\ell}, \mathcal{L}_{D}\right)<d\left(\mathcal{L}_{\infty}, \mathcal{L}_{D}\right)$ for all $\ell \geq 1$ by induction. Now, let us show the first and second inequalities. Without loss of generality, we may assuma that $\ell=k+1$. Consider $\mathrm{A}=\left(a_{1}, a_{2}\right) \in \mathcal{L}_{k}$ and $\mathrm{B}:=\mathrm{A} \boxtimes \mathrm{P}=$ $\left(b_{1}, b_{2}\right) \in \mathcal{L}_{k+1}$, both expressed in the $(x, y)$-coordinates. We want to show that $a_{1}+a_{2} \geq b_{1}+b_{2}$. But the expression of $\mathcal{L}_{k+1}$ is given in equation (17), so $b_{1}+b_{2}=1+2\left(a_{1}+a_{2}-1\right)\left(-1+p_{1}+p_{2}\right)$, and it yields:

$$
\left(a_{1}+a_{2}\right)-\left(b_{1}+b_{2}\right)=\left(a_{1}+a_{2}-1\right)\left(-1+2 p_{1}+2 p_{2}\right) .
$$

The first factor is $>0$ because we have just shown that $d\left(\mathcal{L}_{k+1}, \mathcal{L}_{D}\right)<d\left(\mathcal{L}_{\infty}, \mathcal{L}_{D}\right)$, and the second factor is $\geq 0$ because $\mathrm{P} \in \mathcal{A}$. Hence the wanted result.

Lemma III. 20 (Multiplication to the right is higher). For any $\mathrm{P} \in \mathcal{A}$ and $\mathrm{Q} \in \widetilde{\text { Orbit }}(\mathrm{P})$ such that $\mathrm{Abscissa}(\mathrm{Q}) \leq$ Abscissa(P), we have:

$$
\text { Ordinate }(\mathrm{Q} \boxtimes \mathrm{P}) \geq \operatorname{Ordinate}(\mathrm{P} \boxtimes \mathrm{Q}) .
$$

Proof. Fix $\mathrm{P}=\binom{p_{1}}{p_{2}}$ in $\mathcal{A}$ and consider any $\mathrm{Q}=\binom{q_{1}}{q_{2}}$ in some ${\widetilde{\operatorname{Orbit}_{k}}}_{k}(\mathrm{P})$, both expressed in the $(x, y)$ coordinates. We work out the following difference:

$$
\operatorname{Ordinate}(\mathrm{Q} \boxtimes \mathrm{P})-\operatorname{Ordinate}(\mathrm{P} \boxtimes \mathrm{Q})=7 p_{2}-7 p_{1}+7 q_{1}-7 q_{2}+12 q_{2} p_{1}-12 q_{1} p_{2}=: f\left(q_{1}, q_{2}\right)
$$

We want to show that $f\left(q_{1}, q_{2}\right) \geq 0$ and the wanted result will yield. On the one hand, by the previous lemma, as $\mathrm{P} \in \mathcal{L}_{1}$ and $\mathrm{Q} \in \mathcal{L}_{k}$, we must have $q_{1}+q_{2} \leq p_{1}+p_{2}$, that is $q_{1} \leq p_{1}+p_{2}-q_{2}$. On the other hand, we have $\frac{\partial}{\partial q_{1}} f\left(q_{1}, q_{2}\right)=7-12 p_{2}$. But $\mathrm{P} \in \mathcal{A}$ implies $p_{2} \geq \frac{3}{4}$, so $\frac{\partial}{\partial q_{1}} f \leq-2 \leq 0$. Therefore, as $q_{1}$ rely on the segment $\left(-\infty, p_{1}+p_{2}-q_{2}\right]$ and as $f\left(\cdot, q_{2}\right)$ is decreasing for any fixed $q_{2}$, it suffices to prove that $f\left(q_{1}, q_{2}\right) \geq 0$ for $q_{1}=p_{1}+p_{2}-q_{2}$, or equivalently for $q_{2}=p_{1}+p_{2}-q_{1}$. After simplification, we have:

$$
f\left(q_{1}, p_{1}+p_{2}-q_{1}\right)=12\left(p_{1}-q_{1}\right)\left(p_{1}+p_{2}-\frac{7}{6}\right)
$$

But the first factor is $\geq 0$ when $\operatorname{Abscissa}(\mathrm{Q}) \leq \operatorname{Abscissa}(\mathrm{P})$; and for the second one, as $\mathrm{P} \in \mathcal{A}$, we have $p_{1} \geq \frac{1}{2}$ and $p_{2} \geq \frac{3}{4}$ so $p_{1}+p_{2}-\frac{7}{6} \geq \frac{1}{12} \geq 0$. Hence $f\left(q_{1}, p_{1}+p_{2}-q_{1}\right) \geq 0$, which concludes the proof.

Lemma III. 21 ( $\mathrm{P}^{\boxtimes k}$ is to the left of P ). For any $\mathrm{P} \in \mathcal{A}$ and $k \geq 1$, we have:

$$
\operatorname{Abscissa}\left(\mathrm{P}^{\boxtimes k}\right) \leq \operatorname{Abscissa}(\mathrm{P})
$$

Proof. Write $\mathrm{P}=\left(p_{1}, p_{2}\right) \in \mathcal{A}$ in the $(x, y)$-coordinates. We prove the result by induction on $k \geq 1$. For $k=1$, the result is obvious. For later, we need as well to treat the case $k=2$. We work out the following difference:

$$
\operatorname{Abscissa}(\mathrm{P})-\operatorname{Abscissa}(\mathrm{P} \boxtimes \mathrm{P})=\frac{1}{8}\left[-12-22 p_{1}^{2}+33 p_{1}-8 p_{1} p_{2}+7 p_{2}-2 p_{2}^{2}\right]=: f\left(p_{1}, p_{2}\right)
$$

Let us show that $f\left(p_{1}, p_{2}\right) \geq 0$. We compute $\frac{\partial}{\partial p_{2}} f\left(p_{1}, p_{2}\right)=\frac{1}{8}\left(-8 p_{1}+7-4 p_{2}\right)$. But as $\mathrm{P} \in \mathcal{A}$, we have $p_{1} \geq \frac{1}{2}$ and $p_{2} \geq \frac{3}{4}$, so $\frac{\partial}{\partial p_{2}} f\left(p_{1}, p_{2}\right) \leq 0$. Therefore $f\left(p_{1}, \cdot\right)$ is decreasing. Now, as $\mathrm{P} \in \mathcal{N S}$, we must have $p_{2} \leq \frac{3}{2}-p_{1}$. So it suffices to check that $f\left(p_{1}, \frac{3}{2}-p_{1}\right) \geq 0$ for all $\frac{1}{2} \leq p_{1} \leq \frac{3}{4}$, which is the case since $f\left(p_{1}, \frac{3}{2}-p_{1}\right)=-\frac{1}{32}\left(p_{1}-\frac{1}{2}\right)\left(p_{1}-\frac{3}{4}\right)$. This ends the case $k=2$.
Now, assume the result holds for some $k \geq 1$. Here $\mathrm{P}=\left(p_{1}, p_{2}\right)$ is fixed. Denote $\mathrm{Q}=\left(q_{1}, q_{2}\right)=\mathrm{P}^{\boxtimes k}$ in the $(x, y)$-coordinates, which satisfies $q_{1} \leq p_{1}$ by hypothesis. We have:

$$
\begin{aligned}
& \operatorname{Abscissa}(\mathrm{P})-\operatorname{Abscissa}\left(\mathrm{P}^{\boxtimes k+1}\right)=\operatorname{Abscissa}(\mathrm{P})-\operatorname{Abscissa}(\mathrm{Q} \boxtimes \mathrm{P}) \\
& \quad=\frac{1}{8}\left[-12+16 q_{1}+7 p_{2}-10 q_{1} p_{2}-2 p_{2} q_{2}+17 p_{1}-22 p_{1} q_{1}+2 p_{1} q_{2}\right]=: g\left(q_{1}, q_{2}\right)
\end{aligned}
$$

As before, we want to show that $g\left(q_{1}, q_{2}\right) \geq 0$, and we use a partial derivative approach. We show that $\frac{\partial}{\partial q_{1}} g \leq 0$, so $g\left(\cdot, q_{2}\right)$ is decreasing, and as we know that $q_{1} \leq p_{1}$, it suffices to study the constant case $q_{1}=p_{1}$. Then, similarly $\frac{\partial}{\partial q_{1}} g\left(p_{1}, q_{2}\right) \leq 0$, so $g\left(p_{1}, \cdot\right)$ decreases. But $q_{2} \leq p_{2}$ due to Lemma III. 18 and because $q_{1} \leq p_{1}$. So it suffices to verify the case $q_{2}=p_{2}$, and we already treated this case when we had $k=2$ since $g\left(p_{1}, p_{2}\right)=f\left(p_{1}, p_{2}\right) \geq 0$. Hence the result.

Proof. (Theorem III.16). Let $\mathrm{P} \in \mathcal{A}$. We prove the result by induction on $k \geq 1$. It is obviously true for $k=1$ since $\widetilde{\text { Orbit }}_{1}(\mathrm{P})$ only contains P . Now, assume that $\mathrm{P}_{\max , k}=\mathrm{P}^{\boxtimes k}$ for some $k \geq 1$. On the one hand, applying Lemma III. 17 to $\mathrm{R}=\mathrm{P}_{\max , k}$ and Q any box of $\widetilde{\operatorname{Orbit}}_{k}(\mathrm{P})$ (the parallel hypothesis is satisfied thanks to Proposition III.10), we have:

$$
\operatorname{Ordinate}\left(\mathrm{P}^{\boxtimes k+1}\right)=\operatorname{Ordinate}\left(\mathrm{P}_{\max , k} \boxtimes \mathrm{P}\right) \geq \operatorname{Ordinate}(\mathrm{Q} \boxtimes \mathrm{P})
$$

On the other hand, combining Lemma III. 21 and Lemma III.20, and then using again Lemma III.17, we obtain:

$$
\operatorname{Ordinate}\left(\mathrm{P}^{\boxtimes k+1}\right)=\operatorname{Ordinate}\left(\mathrm{P}^{\boxtimes k} \boxtimes \mathrm{P}\right) \geq \operatorname{Ordinate}\left(\mathrm{P} \boxtimes \mathrm{P}^{\boxtimes k}\right) \geq \operatorname{Ordinate}(\mathrm{P} \boxtimes \mathrm{Q})
$$

for any $\mathrm{Q} \in \widetilde{\operatorname{Orbit}}_{k}(\mathrm{P})$. Hence $\operatorname{Ordinate}\left(\mathrm{P}^{\boxtimes k+1}\right) \geq \operatorname{Ordinate}(\mathrm{Q})$ for any Q in $\widetilde{\operatorname{Orbit}}_{k+1}(\mathrm{P})$, which concludes the proof.

## III.(6) New Trivial Boxes

In this subsection, we eventually present the results that we obtained.
Numerical Results. All the work presented above was done in the 2-dimensional slice of $\mathcal{N S}$ containing PR and SR and I. This slice is a good framework because it is stable under our operation $\boxtimes$ by Lemma III.4. The first drawing below corresponds to that slice. We can do a similar work in the 3-dimensional slice containing the four non-coplanar boxes PR and $P_{0}:=\mathbb{1}_{a=b=0}$ and $P_{1}:=\mathbb{1}_{a=b=1}$ and $I$, since one can show that this slice is also stable under $\boxtimes$ (consider here the general product formula from (11)). It allows to find many more trivial boxes as drawn below in the second and third graphs. More generally, as we know that $\mathcal{N S}$ is stable under wiring (for consistency of the theory) [ABL+09], we can even apply the same reasoning directly to the whole polytope $\mathcal{N S}$. But as $\mathcal{N S}$ is an 8 -dimensional polytope, we would need 8 variables to write a box as a convex combinaison of 9 affinely independent boxes, which is not very convenient. It is more suitable to think of a box P as a tensor T , as explained in Remark l.3. After finding the corresponding formula of $\mathrm{T} \boxtimes \mathrm{T}^{\prime}$ derived from (11), it can be easily implemented in computer programs to find trivial boxes anywhere in $\mathcal{N S}$, as shown in the two last drawing hereinbelow.


Figure III.(g) - Examples of numerical simulations of some slices of $\mathcal{N S}$. Each time, we consider a slice passing through 3 generating points and we project it in the CHSH-CHSH' plane. From the left to the right, the 3 generating points are respectively: $\{\mathrm{PR}, \mathrm{SR}, \mathrm{I}\},\left\{\mathrm{PR}, \mathrm{P}_{0}, \mathrm{I}\right\}$, $\left\{\mathrm{PR}, \mathrm{P}_{1}, \mathrm{I}\right\},\left\{\mathrm{PR}, \mathrm{P}_{0}, \mathrm{P}_{\mathrm{NL}}^{010}\right\},\left\{\mathrm{PR}, \mathrm{P}_{1}, \overline{\mathrm{PR}^{\prime}}\right\}$. Points drawn in blue are trivial using recursive pairwise product as in [BS09]; the ones in orange are trivial using right multiplication as for $\mathrm{P}_{\text {max }, k}$; and points in yellow do not reach the trivial area triv ${ }_{\text {BBLMTU }}$ drawn in gray, so our protocol do not provide information about them. Only the first slice was studied in [BS09].

Explicit Results. It is possible to show that the 2-dimensional slice containing PR and $\mathrm{P}_{0}:=\mathbb{1}_{a=b=0}$ and $\mathrm{P}_{1}:=\mathbb{1}_{a=b=1}$ is stable under $\boxtimes$. More precisely, if we write $\mathrm{SR}_{\varepsilon}:=\varepsilon \mathrm{P}_{0}+(1-\varepsilon) \mathrm{P}_{1}$ and $(p, \varepsilon)$-corNLB $:=$ $p \mathrm{PR}+(1-p) \mathrm{SR}_{\varepsilon}$, then we have:

$$
(p, \varepsilon)-\operatorname{corNLB} \boxtimes(p, \varepsilon)-\operatorname{cor} \mathrm{NLB}=(\widetilde{p}, \widetilde{\varepsilon}) \text {-corNLB }
$$

with
The case $p=0$ is not interesting since it corresponds to some local boxes (indeed, $\mathrm{P}_{0}$ and $\mathrm{P}_{1}$ are both local boxes, an by convexity of $\mathcal{L}$, any convex combinaison of $P_{0}$ and $P_{1}$ is in $\mathcal{L}$ as well), which are therefore non-trivial. Now, for $p>0$ and $0 \leq \varepsilon<1$, we have that $f_{\varepsilon}$ has exactly two fixed points: $p=0$, which is repulsive since $f_{\varepsilon}^{\prime}(0)=2-\varepsilon>1$; and $p=1$, which is attractive since $f_{\varepsilon}^{\prime}(1)=\varepsilon<1$. Hence, applying recursively the operation $\boxtimes$ on $(p, \varepsilon)$-correlated boxes, we obtain a sequence of boxes converging toward the PR box. In particular, there exists a finite step at which the sequence enters in the "triangled-shaped" trivial area $\operatorname{triv}_{\text {BbLmtu }}$, which shows that the starting box $(p, \varepsilon)$-corNLB is trivial when $\varepsilon \neq 1$. Now when $\varepsilon=1$ we have $\widetilde{p}=p$ and $\widetilde{\varepsilon}=1-\frac{p}{2}$. Therefore, as $p \neq 0$, we are reduced to the previous case $0 \leq \widetilde{\varepsilon}<1$. This proves the following theorem:

Theorem III. 22 (New trivial triangle). The triangle given by the three boxes PR and $\mathrm{P}_{0}$ and $\mathrm{P}_{1}$ is trivial, except boxes in the segment joining $\mathrm{P}_{0}$ to $\mathrm{P}_{1}$.

Remark III. 23 (Another algebra of boxes). We also tried another algebra of boxes with the operation $\mathrm{P} \wedge$ Q defined as feeding P and Q with $x$ and $y$, taking the AND of the respective outputs. This algebra is commutative and associative, with neutral element $\mathrm{P}_{1}$. Numerically, it seems that $\mathrm{P}^{\wedge k} \rightarrow \mathrm{P}_{0}$ when $k \rightarrow \infty$ for any box $P\left(\right.$ except $\left.P_{1}\right)$. But $P_{0}$ is a right identity for $\boxtimes$ and $\boxtimes$ is continuous, so we should have $Q \boxtimes P^{k} \rightarrow Q$ for any boxes $P$ and $Q$, which might be interesting?...

## Conclusions

We have seen an historical overview covering the last two decades, telling the evolution of the link between nonlocal boxes and communication complexity. To this day, we know that all quantum boxes are non-trivial, whereas some post-quantum boxes are trivial, but the initial question is still open. Our contribution was to define an algebra of boxes in order to enhance the distillation protocol from [BS09] by wiring boxes in a more optimal order: instead of pairwise multiplying boxes, one can multiply only to the right at each iteration, and it gives better results. This technique allowed us not only to numerically enlarge the known trivial area in some slices of the non-signalling polytope $\mathcal{N S}$, but also to find a new explicit trivial area in the boundary of $\mathcal{N S}$ : the triangle defined by PR and $P_{0}$ and $P_{1}$ is trivial, except for boxes in the segment from $P_{0}$ to $P_{1}$. Note that tensors were a convenient tool to generalize ideas from 2-dimensional slices of $\mathcal{N S}$ to multi-dimensional slices of $\mathcal{N S}$.

A first idea for future researches could be to try to generalize our new trivial triangle to the whole boundary of $\mathcal{N S}$ apart from, of course, boundary points that are local. We can as well study different algebras of boxes by considering other products than $\boxtimes$. A good idea could be to combine many types of products depending on the starting box position, maybe with a machine learning algorithm. Another idea we had was to consider the $n$-th root of a box (in the sense of right multiplication), so that we may find an explicit expression of the trivial area near the diagonal by taking the $n$-th root of boxes from trivbBLMTU. But we are not yet able to conclude with something really convincing using this method. (This method would require to show existence and unicity of such a root. It seems to be the case numerically in a portion of the non-signalling polytope.)

Here are some ideas in order to go further in this work. (1) There exist many generalizations of CHSH game: for instance, a version seen as a particular case of magic square game [CMMN20], for which it is know that the same separation $\mathcal{L} \subsetneq \mathcal{Q} \subsetneq \mathcal{N S}$ is displayed; or a more natural way to generalize CHSH by taking inputs and outputs in the finite field $\mathbb{F}_{q}$ and considering the mod- $q$ sum in the rule $\left[\mathrm{BS} 15, \mathrm{KST}^{+} 19\right]$, but much less results are known in this context. (2) There is a generalization of nonlocal boxes to multi-party nonlocal boxes [BM06, GWAN11]. Note that, for more than two parties, one seems to need more than bipartite principles to capture the quantum set. (3) One could consider Generalized Probabilistic Theories (GPTs), which are a class of theories that include classical and quantum theories and that allow for example PR boxes [WC20a, WC20b], . (4) There are many variants of the definition of the quantum set $\mathcal{Q}$. We already saw that $\mathcal{Q}_{\text {finite }}=C_{q} \subsetneq \mathcal{Q}=C_{q a}[\mathrm{SLO} 19, \mathrm{DPP} 19]$, but there are also $C_{q a} \subsetneq C_{q c}\left[\mathrm{JNV}^{+} 21\right]$ and $C_{q c} \subsetneq C_{v e c t}\left[\mathrm{CMR}^{+} 14\right]$. One could probably use communication complexity to distinguish them in some game? (5) It is possible to consider quantum communication complexity [Yao93, Kre95, CvDNT99, dW02, Bra03, CvDNT13], in which Alice and Bob communicate qubits instead of bits. (6) Given a function $f$, we can count the minimal number of nonlocal boxes required in order for Alice to compute $f(X, Y)$ [KKLR09]. (7) Consider another axiom than nontrivial communication complexity to single out $\mathcal{Q}$. See a list of examples at page 10.
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    ${ }^{|5|}$ The original discussion was more precisely: "For quantum correlations, the CHSH sum of correlations is bounded in absolute value by $2 \sqrt{2}$. Where does this bound come from? [...] Why do they not violate it more? [...] We have proposed two axioms for quantum theory, nonlocality and relativistic causality, which together imply quantum indeterminacy. From our brief exercise with nonlocal correlations, however, we learn that our two axioms do not determine quantum theory, [...] our two axioms are not enough. [...] We hope then to find a logically simple quantum theory." [PR94].

[^1]:    ${ }^{|6|}$ Barrett as well wondered about that question: "Aside from Hardy's derivation, what different ways are there of uniquely identifying quantum theory from the other theories in the framework by adding as few extra assumptions as possible?" [Bar07, Section VIII.E]

